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SUMMARY

This project looks at the use of logic programming for building

intelligent knowledge based systems. The domain of law is chosen as a

vehicle for the study which has three main sections. First, the field of

knowledge representation is surveyed in order to put logic in the context

of other formalisms. Secondly, the current state of the art in

intelligent legal systems is reviewed, with particular attention to

recent systems implemented in PROLOG. Lastly, a practical system to

represent a piece of legislation is described in detail. This study

shows the strength of logic as an analytic tool for struc~uring knowledge

and as a tool for building knowledge based systems. It also shows,

however, that the analysis of knowledge for mechanical representation is

still in its infancy. Simplistic translation of explicit knowledge into

a logic program produces a system of no significant power; a number of

structuring principles must be used to organise the domain knowledge into

a problem solving system. The discovery of these principles is the

subject of the infant science of knowledge engineering. This project

suggests a few such principles for the domain of written law.
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C HAP T E R I

LOG I C PRO G R A H H I N G FOR THE LAW

IRTRODUCTIOR

This project is a study of the applicability of the techniques of logic

programming to problems in representing legislation for the purposes of

intelligent consultation. The motivations for the choice of domain and

technique are both practical and theoretical.

I

The body of statute law in force in this country has been estimated to

run in excess of 25 million words. The law affects us all in many

different aspects of our lives and the problem of obtaining accurate

knowledge of the law is becoming acute. Even solicitors are concerned

that they are not able to keep up to date with the law that is relevant

to their clients. When case law is added in, the body of material

relevant to our daily affairs becomes quite unmanageable. The practical

case for some automatic assistance with managing this body of knowledge

is therefore clear.

Artificial Intelligence as a discipline has for a long time studied the

problems of assisting humans in problem solving in domains where the

concepts are of great complexity, such as medicine or mineral

prospecting. Of recent years the recognition that knowledge of a domain

and knowledge of problem solving methods to use in that domain are

intimately related, has led to the invention of the terms 'knowledge

based programming' and 'knowledge engineering' to represent this subset

of Artific·ial Intelligence. These terms are used· to describe the

processes of building what are generally known as expert systems in which
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expert knowledge of a domain is represented in some explicit way. What

makes this style of programming different from conventional programming

is the use of representational formalisms that bear a natural

relationship to the knowledge to be expressed. The important aspect of

these formalisms is that they have explicit means for representing

inferential associations and other knowledge structuring concepts absent

from the traditional languages. The process of developing an expert

system is then called knowledge engineering because the expert is

'simply' making explicit his knowledge of his domain in the particular

formalism.

This is contrasted with traditional programming in which the problem must

be translated into an expressive form of data structures and procedures

whose semantics are more to do with the state changes of a computer than

the problem to be solved.

The development of languages whose semantics are more closely related to

problem solving than to machine operations is an area of active research

that goes wider than artificial intelligence and is generally now known

as the field of declarative languages. This term indicates that the

languages describe what should be done not how it should be done by a

computer. These languages are strictly declarative with respect to the

underlying implementation, but when used for knowledge representation

they may describe either assertions or problem solving procedures. The

important point is that the procedures are expressed in terms of domain

heuristics, not manipulation of internal data structures of the kind we

are familiar with in traditional computing. This point is dealt with in

detail in this study.

Amongst the declarative languages there are two main classes: functional

languages and logic languages. Within AI, LISP is the functional
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language most widely used. In practical use its many non functional

features are also extensively exploited. It is very powerful for

building and manipulating complex data structures in an efficient manner.

Functional languages however do not have "built-in" inferential

mechanisms of the kind required for knowledge engineering. These are

found in the logic languages, which conversely lack the myriad procedures

for handling data structures found in LISP.

A recent definition of intelligent knowledge based systems is that they

are ones which "apply inference to knowledge to perform a task" [1].

While no general definition of machine intelligence can hope to gain

total approval in the current state of our understanding, there is

widespread acceptance of inference and knowledge representation as

cornerstones of the subject. That we seek to understand basic concepts

by trying to model natural phenomena through the manipulation of symbols

is not peculiar to the science of artificial intelligence. In the case

of AI the phenomena are tasks which, if performed by natural agents, we

think of, in some loose sense, as requiring 'intelligence'. This is

taken up in more detail in the next chapter. Given that inference is a

fundamental part of AI we will naturally be interested in programming

languages which have powerful inferential mechanisms. In the logic

programming languages these mechanisms are combined with the development

of the declarative approach to programming; the use of these languages

for knowledge engineering thus becomes of interest both from the

perspective of AI and the development of declarative programming in

general. The claim is made for logic programming that its declarative

semantics are a natural and powerful tool for knowledge representation,

and that its procedural semantics confer upon it the ability to apply the

knowledge represented to perform tasks. The purpose of this project was

to study that claim.

I
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Beyond the practical reasons for choosing the legal domain for this study

the theoretical justification lies in the apparent correspondence between

the written expression of the law and the formalism of logic programming.

The law is one domain where, superficially, there is no problem with the

acquisition of knowledge. What is written down is the law, and it is

written down in the form of rules "if then ..•"• The Horn clause

subset of logic is a formalism that expresses rules directly. We

therefore have a match between a domain and the formalism we wish to

investigate. Given this initial match we may feel justified in expecting

that any limitations found here will also be found in domains where the

match does not exist. We find in this study that the match is

superficial only and perhaps tends to conceal the relationship between

domain knowledge and a representational language. In the second chapter

of this report we survey the subject of knowledge representation in

general and find that this relationship is subtle and still largely not

understood. This survey puts the use of logic in a wider context and

goes some way to establishing its role in the study of knowledge based

programming.

The law is put to many different uses by many quite different classes of

users: the ordinary citizen would like to be able to have definitive

advice on his entitlement to some benefit, say, or know in rough detail

what his rights are in some situation; an employer wishes to know

precisely what are the various procedures he must comply with in respect

of his employees; a solicitor needs very detailed knowledge of all the

laws pertaining to his client's case and, more importantly, knowledge of

how to apply the law, the procedure for its use; the legal drafter needs

assistance with constructing complex written documents that convey the

intended meaning; the policy maker needs to be able to model the effect

- 4 -



-
of a hypothetical piece of legislation. At the heart of all these uses

there is one and the same law. We would like to understand how that

legal knowledge should be structured so that it can be put to all these

uses, and where the boundaries are between a representation of the law in

general and its representation for a particular task. Chapter 3 looks at

the existing literature on the application of AI to the law and reviews

the state of our current knowledge of these questions.

I
A major part of the time spent on this project was devoted to a practical

investigation into the use of logic programming for the law. This

investigation took the form of building a system capable of answering a

restricted set of queries on a very small amount of legislation. This

study provided the insights upon which the rest of the survey was built.

This part of the project is reported on in detail in Chapter 4.

In the final chapter the conclusions of this investigation are presented

with some suggestions for future lines of work.

it . it it it
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C HAP T E R I I

KNOWLEDGE R E PRE S E N TAT ION

2.1 IRTRODUCTIOB

The subject of knowledge representation is an area of current research

that displays an immense variety of approaches and intellectual

positions. It would be possible to survey it through the classic

taxonomy of representational methods but that approach is not followed

here. The review of current work contained in [7] shows that although

some taxonomic classification is possible at a surface level into such

methodologies as logic, production rules, semantic nets etc, there is

deep disagreement about the very language in which the research problems

should be stated. The authors of the survey were themselves surprised at

the almost total heterogeneity in the replies to their questionnaire and

are unable to draw out any general principles. Given such a situation,

where each researcher takes a different attitude to the significance of

even an elementary taxonomic classification of techniques, this study

chooses to take a different approach. Newell [26] has made an attempt to

give a new framework to the field of knowledge representation. This work

will be taken as a reference point for the whole field against which the

contributions of a number of other workers will be described. The papers

chosen for review represent a wide spectrum of attitudes but, given the

diversity already referred to, any claim to a comprehensive treatment of

the subject (or the literature) must be unfounded.

In order to provide a framework for this discussion the,argument of the

paper by Newell is given in detail in the next section.
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2.2 "THE KNOWLEDGELEVEL" [26]

The particular contribution made by Newell is to propose a description of

intelligent systems in terms of two levels - a knowledge level and a

symbol level - in place of a single symbol level which is the prevalent

approach. This approach is intended to remove dispute and clarify the

methodology of AI, the paper itself does not aim to offer any radically

new solutions to the problems of designing intelligent systems.
I

In order to place the notion of knowledge level in context Newell reviews

the concept of a level of systems abstractions as it is found in such

treatments as [41J. A Level in a computer system is a description of a

virtual machine. There is a medium on which a number of components

operate. The components are built up according to a number of basic

structural laws of composition to produce a system (virtual machine)

whose actions may be described by certain laws of behavior. In a real

system a level of abstraction must be defined in terms of the level

below. It is important to realise that in this sense a level is an

artefact and not a more abstract (in the sense of containing less

irrelevant detail) description of what lies beneath. A given level can

be used to realise a whole class of systems at the next higher level, but

will in general also place a number of constraints on those systems.

Each level is thus a specialisation of the one beneath and its existence

is open to empirical observation and subject to the technological

constraints of the level beneath. The second important characteristic of

a systems level is that, once defined, it may be used as a tool for

analysis and design essentially without regard to the lower levels. It
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is in this way that it may be called a level of abstraction since the

language of one level is used independently of its realisation, and

describes behaviour in terms that need have no one-to-one functional

counterpart in the components of the lower level. This of course is an

idealised view, and Newell observes that in real computer systems a level

is only one approximation, the constraints of one level propagate into

the design at the next higher level and must be taken account of by the

system designer.

Parenthetically we note that the driving moitivation behind the work in

the declarative languages is the desire to construct a systems level

which would allow design to proceed in a language having formal world

semantics rather than one that is concerned with the manipulation of

states within a computer. Newell's distinction of symbol and knowledge

level helps us to understand where the bridge between the representation

of external knowledge of the world and knowledge of representation and

processing must be built. This point is returned to later.

The next step in the development of Newell's hypothesis is the assertion

that the description of intelligent systems may be usefully made in terms

of a functional decomposition.

Without attempting to offer a definitive decomposition he suggests a few

basic functional components. The definition of a task enters through a

perceptual component and is stored in an internal representation.

Drawing on a goal structure and some general knowledge activity proceeds

to manipulate the representation until a solution is available. The
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representation, viewed in this way, is plainly just the component that

confers on the system some degree of competence. We understand that the

structures of the representation will be manipulated by the processes in

a way that is consistent with a representational view of those

structures. Newell observes that while the notion of a representation is

used fairly precisely within computer science, competence or knowledge

appears to be whatever it is that a representation has. This observation

of actual practice is elevated by Newell to become his Knowledge Level

Hypothesis:

"There exists a distinct computer system level, lying immediately above

the symbol level, which is characterised by knowledge as the medium and

the principle of rationality as the law of behavior".

Although Newell proposes a knowledge level which can therefore be

described in terms applicable to any other systems level, he observes

characteristics that distinguish it from other levels in all major

respects. Firstly he observes that the structure of the knowledge level

is very simple, and that variety at this level is a result of what is

known rather than of structural complexity. Thus the components are:

- a physical body with arbitrary modes of interaction with the

environment

- a body of knowledge, defined without regard to any constraints

on internal structure or representation.

a set of goals, only distinguished from the rest of the

knowledge in respect of their function.
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There are no structural laws for the compos!tion of these components,

they cannot be built up into more complex agents. We may note that

Newell is here offering a different view of a systems level. In the

earlier section we noted that a level is an artefact, and as such not a

general abstract level of description of the external world. Here, on

the contrary, we appear to be offered an epistimological framework for

knowledge and rational behaviour of agents within real world

environments. This conflict is perhaps resolved by the development of

the concept of the knowledge level within a system as not having any

extensional reality but being only intensionally expressed by the

representation within the symbol level. This is nothing new in the study

of science in general. It is only in AI, where the subject is the

representation of the reasoning process itself, that there has been a

particular problem in separating out the properties of a symbol system

from its real world semantics. Newell notes the tendency in AI to make a

mythology of knowledge representation, making it the locus of

intelligence.

The law of behaviour of the knowledge level is the principle of

rationality:

"If an agent has knowledge that one of its actions will lead to one of

its goals then the agent will select that action".

This level of description asserts a global principle that governs the

behaviour of the symbol level without asserting any mechanistic

principles for its realisation. It is, following the previous paragraph,

an empirical observation of the principle which we take.to be appropriate
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to the description of intelligent systems. Newell here is clearly giving

concrete expression to the way in which AI design has proceeded, and he

also meets the work of other disciplines such as utility theory,

experimental psychology, decision theory, etc where the derivation of

behaviour from goals is a central theme. Newell explicitly brings out

this connection and also extends the principle with auxiliary ones which

define rational trehaviour under conditions of multiple simultaneous

goals, etc. These principles are offered only as examples to explain the

idea of knowledge level rather than as a set of carefully thought out and

substantiated definitions. It is 'clear that these principles do not give

us much insight into the definition of rational behaviour, but they do

serve to distinguish the definitional task from the representational one.

I

He is at pains to point out that the investigation of these principles

can never be complete, that the knowledge level unlike other system

levels has a radical incompleteness. This means that sometimes the

behaviour of a system cannot be entirely specified by the knowledge level

but only in terms of the symbol level which realises it.

These considerations lead up to Newell's functional definition of

knowledge as:

"Whatever can be ascribed to an agent such that its behaviour can be

computed according to the principle of rationality".

This functional view allows us to ascribe to a system the essentially

unbounded set of propositions that may be made as a result of knowledge

about (competence with respect to) some aspect of the world. We have an
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intuitive notion that a finite representation can intensionally hold

knowledge that in its extensive form is unbounded, and indeed this

intuition can be seen to be fundamental to a recent defintion of

intelligent knowledge based systems as ones "which apply inference to

knowledge to perform a task" [1]. An intelligent system generates by

inference knowledge (propositions) that are relevant to the task in hand.

Given this functional defintion the problem for an intelligent agent is

to create a symbol level that can solve the functional equation. The

knowledge level. provides only a definition, not a theory, of

representation. At the knowledge level we have rationality and knowledge

producing behaviour; at the symbol level we cannot expect these to

resolve in any predetermined way into data structures and processes.

Representational theory is thus a separate domain of research from the

definition of the knowledge level. Newell summar-Lseethe reduction of

the knowledge to the symbol level in the following table:

Knowledge Level Symbol level

Agent

Actions

Knowledge

Goals

Principle of rationality

Total symbol system

Symbol system with transducers

Symbol structure plus its proceses

(Knowledge of goals)

Total problem solving process
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Having made this distinction between the levels it becomes possible to

examine the contribution made by an AI system or methodology to each

level separately. In doing so we shall find, as Newell observes, that

the relationship between the levels is not pure because of the radical

incompleteness of the knowledge level referred to earlier; and also

because empirical observation of intelligent agents (psychology) shows

how processing limitations intimately affect the realisation of the

idealised knowledge level definition. In looking at particular AI

systems Newell finds that in general they make their main contribution to

one or other level rather than to both. Thus MYCIN[34], which is

discussed in more detail in a later section, is a contribution

essentially to the knowledge level, its processing regime being quite

straightforward.

Newell relates his distinction of levels to that between epistemological

adequacy and heuristic accuracy. Central to Newell's thesis is the

propostion that a formalism and analysis that achieves epistemological

adequacy with respect to some knowledge is not therefore bound to be

heuristically accurate at the symbol level. In other words it is the

distinction between using a tool to define the representation and using

it to encode it. We should not expect a priori that any formalism will

be appropriate to both uses. The view taken by certain workers, such as

McCarthy, that logic is appropriate to both uses Newell asserts to be

mistaken. He cites the nowwell established limitations of uniform proof

procedures in defence of this and also observes in McCarthy's move

towards distinguishing the concept of a number from its representation an

implicit recognition of his own position.
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Newell ends by speculating that his theory may allow us to build a

generative class of rational goal directed systems; the design form being

derived from the knowledge level as a universal description of

intelligent systems.

In summary therefore the recognition of the knowledge level allows us to

make the following assertions.

knowledge is abstract and is present only intensionally in

the structures an~ processes of the symbol level,

tools for analysis of the knowledge level are distinct from

the technologies of the symbol level;

knowledge is a radical approximation, and an adequate model

of an agent will include some description of its symbol

level.

2.3 ·011 THE EPIS1'BMOLOGICAL STATUS OF SEMU'I'IC NETWORKS" [6]

Brachman, like Newell, through a survey of historical practice in AI is

lead to suggest an understanding of knowledge representation in terms of

levels and to define a new level to clarify earlier confusions. In

Brachman's case the subject is not knowledge representation in general

but specifically the use of semantic networks as a representational tool.

- 14 -
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A network is simply a collection of nodes joined by arcs and it becomes a

representation of meaning through the association of some class of

concepts with the nodes and relations with the links. That there has

been no consistency between workers on the choice of concepts to attach

to nodes and links is immediately apparent. Brachman suggests that the

uniformity of the tool has also lead to an unfortunate tendency to

confound representations that are essentially distinct. His

reconstruction of the field identifies four levels that have been widely

used and defines a fifth (the epistemological) that he beleives has not

been adequately recognised or studied. These levels are:

implementational

logical

epistemological

conceptual

linguistic

When isolated in a pure form a level is comprised of a number of

primitives and an interpreter that processes them. A network is then a

means of structuring primitives and the interpreter is a means of

deploying the information contained in that structure. It should be

noted that Brachman is here making it clear that the knowledge

represented in a network is only adequately described by both the network

and its interpretive processes.

In order to achieve the reconstruction into levels Brachman characterises

a network level as having neutrality, adequacy and semantics. A level is

neutral towards the level above it insofar as it does not force any
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particular choice of primitives into it. It is adequate if it is

sufficiently rich to represent all the semantics appropriate to its

level. A level therefore requires that such a semantics should exist and

be well defined.

The implementational level is found in the work of Nash-Webber and Reiter

which treats a network as little more than a data structuring device of

nodes and pointers for the construction of higher level logical language.

As such it has nothing to say specifically about knowledge structuring or

representation and has semantics no different from (say) a list

processing language.

A network constructed at the logical level represents logical

relationships. Nodes represent predicates and propositions and links

represent logical relationships such as AND, SUBSET, etc. For this level

the notion of adequacy -iswell defined being derived from the predicate

calculus. From this point of view the semantic network may be seen as

simply an alternative syntax for predicate calculus with the useful

addition of organisational principles over normally unindexed predicate

calculus statements.

The epistemological level is the focus of Brachman's study and is

concerned with the relationship between the parts of an intension to the

intension as a whole, and one intension to another. It describes the

formal structure of conceptual units and their relationship independently

of the knowledge they contain. This level is therefore about the

definition of knowledge structuring primitives (such as property

inheritence) rather than particular knowledge primitives that are found

at the next higher level.
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The conceptual level is typified by the work of Schank [30, 31]. At this

level the designer describes case structures with their attendent cases

or "slots". A node is associated with a case structure which defines

some primitive piece of knowledge. For instance a verb structure has

cases to define agent, object, etc. In Schank's work there are

"primitive acts" with cases such as "instrument" and "direction". The

primitives at this level are therefore directly concerned with

discovering underlying unity in word senses and their case relations, ie

with a framework for the meaning of language. It does not explicitly

account for the internal structure of these senses.

The top most level, the linguistic has primitive elements which are

language specific. The only example found by Brachman is OWL [16]

although the view that language may be inseparable from the structuring

of knowledge has been considered elsewhere [20]. In this view it is the

knowledge itself which forms the structure, and the meaning of links

cannot be asserted separately from the knowledge embodied in the network.

In discussing Brachman's analysis from the Newell perspective we need to

distinguish the analysis itself from any particular system that he takes

as an example. The analysis into five levels may then be seen as a

contribution to our understanding of the knowledge level since it allows

us to be more precise about the analytic tools used to describe

knowledge. As pointed out above Brachman's analysis assumes that network

formalisms are to be considered together with their interpreters and this

gives them the competence like character of the knowledge level. Each

level then attacks the notion of competence in a different way and it

must be a subject of research whether the insights gained prove to have

- 17 -



-_
value. Clearly Brachman's attitude is different to Newell's insofar as

he does not ascribe to the logical level any primacy as an analytic tool,

sees it in fact as subserviant to higher level analyses.

If we descend from the analysis to any particular network formalism then

it is an open question whether we f-indthe contribution being made at the

knowledge or symbol level. Newell himself discusses one example at the

conceptual level, that of Schank's conceptual dependency structures and

places it within the knowledge level. Schank postulates a simple model

for a language-free representation of meaning for "overt" physical or

mental activities. Each conceptual dependency (CD) structure consists of

a primitive act and a set of conceptual cases. Inference rules are

grouped under the primitive acts. The number of primitive acts is quite

small (eleven in [31]). Examples of acts are:

ATRANS Abstract transfer of possession, ownership or

control of a physical object

INGEST Bring a substance into the body of a person or

animal

The acts take place in a world of states, objects and actions. Actors

have mental states that can participate in this world and have causal

effects upon it. The dynamics of the model are summed up by Newell as

follows:
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World: states, actions, objects, attributes

Actors: objects with mentality

Cause:

An act results in a state

A state enables an act

A state or act initiates a mental state

A mental act is the reason for a physical act

A state disables an act.

I

The essential observation is that this model has been effectively

implemented in a program (MARGIE) capable of an interesting ability to

rephrase and perform inferences on natural language but that the

implementation (the symbol level) did not shed any new insights on the

model.

The semantic network formalism of Phillips [28], discussed further below

(section 2.7) was designed, like Schanks, to help extract meaning from

natural language text. Phillips not only discusses the relationship

between his paradigmatic structures and the conceptual parser of Schank's

model, thus adding to our understanding of that model, but also analyses

the capabilities of the net interpreter in considerable detail. He is

able to show that certain classes of meaning recognition can be achieved

by path tracing processes, ie using a Chomsky type 3 grammer of the

networks. Recognition of a class of more structurally complex concepts

however requires pattern matching (equivalent to accepting a string of

the form an bn) and cannot therefore be accommodated by a path tracing
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interpreter. This is a contribution specifically to our understanding of

the symbol level since it relates to the complexity or implementation or

a conceptual scheme that is independent of that scheme's justification at

the knowledge level.

2.4 -THE EPISTEMOLOGYOF A RULE-BASEDEXPERTSYSTEKft [9]

In this paper Clancey derives a general epistemological framework for the

design of expert systems through a consideration of the knowledge that

must be made explici t in order for an expert system to be useful for

communicating its expertise. The system which was the subject of his

analysis was MYCIN[34], the well known diagnostic and treatment advisor

for bacterial infection. It was a reasonable hypothesis that a system

able to apply an expert's knowledge of a domain, with some level of

explanation already available, should provide a basis for communicating

that expertise to the non-expert. The conclusion of Clancey's study is

that MYCINcannot communicate its expertise because several different

kinds of knowledge are combined inextricably in the internal

representation, so although the system may be said to have diagnostic

knowledge (it performs that task) it has not got any knowledge of the

diagnostic task itself. Clancey traces this shortcoming to the

uniformity of the representation in production rules but observes that

once the epistemology is clarified the actual representational notation

is irrelevant. He is able to carry his analysis over to a number of

different expert systems which taken together use all the common

notations and thus we should understand this as a contribution purely to
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the knowledge level. It is to be expected that there is much to be

learnt about the perspicuity and power of the different notations to

achieve the structuring he proposes. Although the original motivation of

his study was to use a knowledge base for tutorial purposes his framework

offers the possibility of increasing the power and flexibility of systems

in performing their primary task.

The three types of knowledge that. Clancey identifies within MYCIN and

which he proposes should be made separately explicit are strategic,

structural and support. Support knowledge justifies the use of a rule by

giving it a basis in facts about the domain or the world in general.

Strategic knowledge is concerned with plans for problem solving and lies

above individual goals and hypothesis; to some extent it can be stated in

domain independent terms. Structural knowledge defines abstractions that

index the domain knowledge and thereby provide "handles" for the use of

strategic knowledge. These three types of knowledge are now considered

in more detail.

Rule justification is the process of logical argumentation to support the

implication from a rule's antecedent to its consequent. In MYCIN Clancey

distinguishes four kinds of justification: identification, world fact,

domain fact, and causal. The first three of these are characterised by a

degree of self-evidence within the problem domain that makes further

support for the explanatory process unnecessary. For example, a domain

fact rule is: "if a drug is administered orally and is poorly absorbed in

the GI tract, then the drug was not administered adequately".

Unravelling the justification of this rule would not add anything to the
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understanding of the diagnostic domain and would have to draw on

knowledge outside that domain. Such justification would properly belong

in a system such as INTERNIST which is a more general advisor on internal

medicine.

A simple example of a causal rule is "if a patient is less than 8 years

old, don't prescribe tetracyline". The rule does not mention the

underlying causal mechanisms upon which it rests (chelation - drug

deposition in developing bones, causing blackened permanent teeth). In

order to provide a satsifactory explanation one can imagine a tree of

rules refining each step of the process to an ever greater level of

detail. Clancey points out however that an explanation satisfies when it

makes contact with known concepts, and from this point of view the

explanatory process is one of genera1isation from the specific unfamiliar

detail to the general known class. The model for explanation may then be

shown diagramatica1ly as follows:

Explanation: Immunosuppression 9 gram neg rods & entero

bacteriaceae

Explanatory level: Abstractions of problem * abstractions of causal

features process

Rule level: Antecedent =) Consequent

Rule: If white blood count => e.coli (.75) causing

less than 2.5 .... infection...
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The abstract explanatory level is directly related to causal models for

the process that is the subject of the diagnostic analysis. Making this

causal model explicit then as a basis for e~planations clearly has

potential for giving the expert system recourse to general process

knowledge when specific rules fail. Now Clancey observes that we would

be quite mistaken to conclude from the discovery that a process model is

necessary for explanation that MYCIN rules are written at the wrong

level. The rules are good heuristics because they combine the knowledge

of the explanatory level with strategic knowledge to drive the diagnostic

procedure. The causal model is not an efficient subgoal structure for

solving the diagnostic problem; it can justify the relations found

between problem features, but those features are often deduced rather

than presented. The model thus provides feedback that the diagnosis

'fits' and is a source of 'first principles' when heuristics fail.

Turning them to strategic knowledge we find that it is concerned with how

to order goals and subgoals, choose between alternative paths of

investigation etc. It is well known that good human problem solvers have

efficient means for structuring their approach to the large amount of

information and possible deductive paths present in a complex domain;

Clancey concludes that some of these means can be expressed in domain

independent terms. As examples:

common (frequent) causes of disorder should be considered

first

if there are unusual causes then pursue them.
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Clancey finds such strategic knowledge encoded into metarules in MYCIN,

but there the domain independent strategy is implicitly present in a

domain specific rule. To achieve the separation, and hence explicit

representation it is necessary to include also the structural knowledge

of the domain. In the above example, structural knowledge in MYCIN would

include classes of 'common' and 'unusual' causes for particular features.

The strategic knowledge is procedural in nature and Clancey places the

issue of integrating the domain specific heuristics with the procedural,

strategic knowledge (for problem solving as opposed to explanation) at

the heart of the 'declarative/proceduralcontroversy' [42J.

The structural knowledge, if it is to be consistent with the explanatory

knowledge of the system, must pertain to the same relations for

hierarchically abstracting data and hypothesis as were discussed under

the heading of support knowledge. From an examination of a number of

expert programs (DENDRAL, AM, etc) Clancey is able to abstract a number

of structuring principles that provide handles for the strategic process.

In the following examples KS stands for 'knowledge source' and means an

inference association:

organise KSes for each hypothesis on the basis of how KS data

relates to the hypothesis, for focusing on problem features

(c.f NEOMYCIN)

organise KSes hierarchically by hypothesis for consistency in

data-directed interpretation.

Strategic rules might then be:

Do not consider KSes that are subtypes of ruled-out

hypothesis.

Consider KSes that abstract known data.
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What Clancey wishes to stress is that by keeping the strategic knowledge

independent the structure of the supporting knowledge can be made

explicit and hence accessible to an explanatory system.

Clancey believes that this analysis is a useful basis for the design of

new expert systems and is independent of the notation used for its

representation. Production rules were used in his reconstruction of

MYCIN into NEOMYCIN to demonstrate these principles. He sees the design

process as essentially cyclic, in which changes are made to the prototype

rules until a new epistemological pattern emerges leading to a redesign

of the rule set.

2.5 "FRAME REPRESDT.lTIORS AIm THE DECLARATIVE/PROCEDURAL

COIITROVERSY" [42]

Winograd first of all sets out the declarative and procedural positions

on knowledge representation. The declarative approach asserts that

knowledge can be stated and represented without reference to the uses to

.which it may be put. Competence then rests separately upon a set of

facts for a domain and a set of procedures for manipulating facts of all

sorts. Such a view, if used as a representational methodology, gives to

a knowledge base an understandability and flexibility: declarative

statements are a prevalent form of communicating knowledge, and the

knowledge base can be modified incrementally by the addition of

assertions.

For the procedural approach Winograd cites three particular advantages.

Firstly, he observes that many of the things we know are in fact best
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seen as procedurs, eg manipulations in a blocks world. Secondly,

procedures can express more naturally second order knowledge about the

use of declarative knowledge, eg "the relation NEAR is transitive as long

as you don't try to use it too many times in the same deduction".

Thirdly, he ascribes to procedures the ability to hold strategic

knowledge, using this term to mean the domain dependent integration of

Clancey's strategic and structural knowledge, ie "if you are trying to

deduce this particular sort of thing under this particular set of

conditions, then you should try the following strategies." Since this

knowledge is concerned with the control of the deductive process and

entails the use of domain specific knowledge Winograd concludes that a

procedural description is more natural.

Winograd finds the source of the dispute about the relative merits of the

two approaches in different views on the question of modularity in system

construction. The declarative view allows a strong independence between

"what" and "how" and confers learnability and understandability. The

procedural approach allows more powerful interaction between the "chunks"

of knowledge and allows them to enter into the control of this reasoning

process. In particular expressions of both views he observes a move

towards the other. Thus production systems are moving AI systems away

from the general

interaction through

power of procedural interaction towards modular

a structural database. In the other direction

Sussman [40] imports domain knowledge into the general problem solving

procedure to guide the backtracking process.

The attempted synthesis of these approaches suggested by Winograd is

based almost entirely on a representational method rather than an
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epistemological analysis. The representational format is called a

"frame". A knowledge representation is then to be built up f'romf'rames

arranged in a generalisation hierarchy. This is a structure of isa links

connecting concepts to those of which they are specialisations. This

hierarchy is operationally a hierarchy of descriptions in which

additional properties are added as one descends the isa links.

A frame holds the internal information about a node in the hierarchy;

this information is recorded in "slots" or components which identify the
I

important elements (IMPS). These IMPS are themselves other frames and

the links between frames established in this way are distinct from those

of the isa hierarchy. Winograd is drawn into the implementational issues

when he decides that these pointers should be able to be a path of IMP

names to address an element held in another frame.

Having introduced a uniform notation Winograd explicity rejects the

notion that it should be given a general, uniform interpreter. The

purpose of the notation is to facilitate procedural attachment, ie to

incorporate algorithmic knowledge into a modular, declarative

organisation. From a study of the examples in the paper it is clear that

all that Winograd is offering is a technological device to mix general

deductive schemes (eg isa hierarchies) with domain specific ones. The

notation does not offer us any useful insights into the epistemological

questions of how the general deductive framework should be designed (c.f.

Schank, Phillips ibid). The paper was written before the use of

deduction systems to perform computations became established and with the

benefit of hindsight we can see that the issue was really about how to

use domain information to control the .deductive process. The invention

of languages with both a procedural and declarative semantics essentially
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removed the declarative/procedural controversy in the form expressed

here. The issues of allowing domain information to control the deductive

process are taken up in the following section. Here we can note that the

frame notation has continued to be developed, no longer as a solution to

a procedural/declarative controversy but in the ways briefly discussed in

section 2.7 as a concept-grouping and hypothesis generation device.

2.6 -LOGIC FOR PROBLDI SOLYDlGn [21, 22]

Logic programming is the technique of combining the expression of a

problem in logic with an automatic proof procedure in order to produce a

problem solver. The technique came of age with the machine. oriented

formalism of first order logic called Resolution [29], and now has its

best known expression in the Prolog system. Prolog is restricted to

problem definitions expressed in the Horn clause subset of logic; we

return to this later in this section but the remarks that follow apply to

logic programming in general.

At its simplest, a logiC program is a collection of assertions and rules.

A rule is of the form:

A if Band C ••••.•

Typically the expression of a problem solving task in this form falls

into three parts [21]:
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(1) Assertions and rules which describe the problem domain in

general.

(2) Problem specific assertions expressing the hypothesis of the

problem to be solved.

(3) A goal statement which expresses the problem itself.

The problem is solved by the application of general inference techniques

to (1) and (2) to derive (3). Now this addition of a proof technique to

the declarative problem statement gives to the rules in (1) a procedural

interpretation. If we have a rule of the form:

I

A if Band C

and the proof procedure is that of Prolog (left to right, depth first

with backtracking) then the procedural interpretation of the rule is:

(1) reduce problem A to subproblems Band C

(2) solve B

(3) solve C

(4) if C fails, backtrack and attempt to resatisfy B. Solve C.

etc

The procedural semantics thus allows a logic programmer to describe a

problem solving strategy as well as a problem specification. It is

important to realise that this strategy does not reside in either one

component (logic or control) of the logic programme. The problem

specification must be designed with a view to its pragmatic application

- 29 -



by the particular control strategy that is available. This perspective

on problem solving lead Kowalski to propose the slogan equation:

Algorithm = Logic + Control

This expresses the idea that the statement of what an alogorithm does may

be kept separate (in a logic program) from a control component w~ich

affects only efficiency and not the meaning of the algorithm. Kowalski

argues that an algorithm expressed in this way provides two distinct

means for improving its efficiency. Either the problem representation

can be changed to specify the problem in a new way, or the problem

sol ving (theorem proving) capabilities of the program executor can be

improved. On the latter possibility Kowalski notes [21] that a

completely satisfactory autonomous control strategy' has not yet been

designed and that a number of languages have been developed to give the

programmer more flexibile explicit control (eg PLANNER [19]). The

development of a problem specification is further developed in [22].

In [22] Kowalski takes as an example the. fifteen puzzle of sorting the

initial state.

2 10 6 5

13 3 12

1 14 9 8

4 15 11 7

to the goal state
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1 2 3 4

5 6 7 8

9 10 11 ~2

13 14 15

by finding an appropriate sequence of legal moves. He develops a rule

based expression of the problem solving strategy assuming·the Prolog

style of program control.
I

The problem expression is in terms of specialised sorting operations

which can perform such operations as:

"put the second row in order, without moving blocks in the first row"

And these are themselves ordered into an effective problem solving

sequence. The solution here is algorithmic; Kowalski describes as

heuristics a collection of rules which may solve some problems but are

not guaranteed to solve all of them. When a collection of rules covers

all cases within a class it becomes an algorithm for that class. Rules

are held to be an ideal way of developing heuristics because the

separation of logic and control components facilitates incremental

development.

We can now make a number of observations about the power and limitations

of logic programming. Firstly, we note that a persistant theme in this

section is that the human program designer must make the problem solving

strategy explicit in domain specific terms and cannot rely on an

autonomous control regime to turn an arbitrary logical specification into

an effective problem solver. We then must criticise existing logic

languages (like Prolog) for representing part of the problem strategy

- 31 -



-
implicitly in their control regimes rather than explicitly. We also note

that the structural knowledge (in Clancey's terms) must be made explicit

as part of the expression of the problem solving strategy and is not

automatically derived from non domain specific principles. Secondly, we

observe that there is with this formalism no 'procedural/deciarative

controversy' - it is recognised that the problem solving procedures

(strategies) must be explicitly attended to in the declarative statement

of the problem domain. Thirdly, once a problem solving strategy has been

enshrined in a particular representation of the problem domain we cannot

expect that the general capabilities of the theorem prove},:'will confer

more general problem solving capabilities upon the problem

representation.

elaboration.

This is an important point that needs some further

Ignoring for the moment the use of explicit control over the theorem

prover, a problem solving strategy is expressed as illustrated above

through the choice of subgoals and order in which they shall be pursued.

This strategy makes the difference between the theorem prover being able

to find a solution on the one hand, or running off into combinational

explosions or never ending recursions on the other. Now it is a powerful

property of logiC programming that rules written to be used in one way

can often be used in another by the exploitation of the general proof

procedures. Thus, having written a set of rules to determine membership

of a set

member(X, [XI_]).

member(X, [_IY]) if member(X,Y).

we can also use them to generate members of a given set. The vestige of

the declarative/procedural issue is found in the naive view that this
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pleasing property of logic programs at a microscopic level extends to the

problem solving ability at the macroscopic level. We can now readily

understand that we should be very surprised to find that a carefully

expressed problem solving strategy for a particular class of problems

could solve the inverse class of problems by some simple inversion of the

strategy. In any case we may be sure that such a property is not

conferred by the simple use of logic to express the strategy. It will

only come as a result of deliberate design and insight into the structure

of the problem domain. It has not always been adequately recognised that

the ability to use collections of logic clauses top down or bottom up

does not necessarily extend in any useful way to a general problem

solving ability.

I

Our fourth observation on the use of logic for representation is

therefore that the development of the much sought after general control

strategies will go hand in hand with the epistemological studies

described by Clancey that allow us to tease out problem independent

strategies from problem dependent structure. Experience in automatic

theorem proving is here- a contributor of ideas, but not the only

contributor. Analysis of human problem solving in the style of Clancey's

work also generates new general strategies.

Finally, we can now understand that logic itself is in no sense a general

solution to knowledge representation but rather:

(a) An analytic tool at the knowledge level.

(b) A powerful implementation tool at the symbol level.

We must not let its general power at the symbol level deceive us into

believing it brings ready made epistemological solutions to the knowledge

level, or that it is the only tool that may be usefully employed for the

analysis of that level.
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2.1 DOWLEDGEFORMACIIDIES [3]

We conclude this section as knowledge representation by briefly taking up

the task that was abandoned at the start - that of reviewing the issues

of representation through the techniques that have been used.

framework for this discussion we take Addis & Johnson [3].

As a

Addis & Johnson first of all develop an approach to knowledge the main

points of which may be summarised as follows: There is no intrinsic

connection between the signs of a representational language and the

world; meaning is only to be found in a shared social context. The

representation of knowledge is distinct from the representation of

meaning; the process of knowledge elicitation identifies knowledge

structures whose representation does not entail representing the meaning

of those structures. "Knowing" is having the right to be sure, and the

builder of a machine knowledge base must be concerned with transferring

the right to be sure which is an essential part of the knowledge context.

The possible bases of the right to be sure are briefly examined and the

concept of supportive knowledge (in the sense used in Clancey) is

introduced. In building a knowledge base a decision must be made on a

level at which justification will cease. This level will be determined

by the class of users of the knowledge base and will specify ~ase

premises assumed to be known. This level will change with time and

unless the knowledge base adjusts the knowledge content will degrade. A

stronger statement is also made, that knowledge of a concept (not only an

inference) is also subject to support through argumentation and can never

therefore be considered to be 'in hand'.
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Three formalisms for representation are then discussed: semantic nets,

production rules and frames. For semantic nets two design criteria are

identified:

- the set of tasks to be performed

- the level of assumed knowledge to be expected of the user.

The first of these will guide the choice of organisational primitives and

given that there is no universal theory of representations these must be

domain dependent. It will also provide the functional specification for

the interpreter-plus-network problem solver. The second criterion Ls

concerned with the basis for the support knowledge discussed above.

Addis & Johnson note that the particular shortcoming of the net formalism

is that it does not specify the interpretive and transformational

procedures that may be legally applied. Nets are open to any kind of

procedure and this is the source of their power as well as their

weakness. The weakness is that an ad hoc procedure is not guaranteed to

manipulate all our primitives in ways that maintain real world

consistency (unlike logic). The power is that certain inferences of

heuristic value may be given precise and efficient expression (see

discussion in section 2.3 above).

Production systems allow programs to be constructed from rules of the

form:

If <condition> then <action>

Rules may not directly invoke one another but interact through a global

databa·se. The selection of rules is determined by a separate control

structure. This perspective tends to emphasise the refinement of the

problem representation for efficient manipulation. This in turn obscures

the problem solving strategy since subgoals are invoked by ensuring that

at the correct time their conditions will match the current state of the

representation.
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Production systems as typically implemented in AI have an essentially

weaker control regime than logic languages and therefore make the

explicit representation of control (deductive) knowledge and problem

knowledge more difficult. This was discussed in detail in Clancey's work

which also indicated that the formalism is powerful and effective if used

wisely.

A common theme in much of psychology is that we can only perceive in

terms of previously established structures; the method by which we

acquire such structures posing deep developmental and philosophical

problems. The same theme is found in artificial intelligence

encapsulated in the frame or script concept. A frame is simply a

structure that can be brought to bear upon a situation as a kind of

prototype within which the solution can be understood. In a formal sense

then it is a technique for hypothesis generation and an expression of the

logical constraints between hypothese. Frames are therefore a tool of a

different order to the preceding two, being an organisational principle

more than implementational device. That said, frame-based languages have

been implemented and used effectively. From the perspective of Newell's

paper we may assert that the justification for this is a technological

issue at the symbol level distinct from any epistemological justification

at the knowledge level. At the symbol level they are subject to the same

comments as we made for semantic nets.

In -the recognition of the importance of user defined units to organise

knowledge we return to the problem of determining the basis for the

expression of support knowledge. When we realise that humans have the

ability to reconstruct these units to meet new situations we realise how

far our fixed representations of narrow domains are from conferring true

intelligence upon our programs.
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2.8 SmIWlY

Given the diversity of views on knowledge representation referred to at

the beginning of this chapter it cannot be expected that this survey

could reveal any general summarising principles for the field. It does

seem reasonable to claim however that Newell's hypothesis of a knowledge

level has genuine programatic value in our study of the issues. Wecan

begin to see that arguments about notations have really been about

epistemological issues which have come to the fore through the use of

those notations. Each notation confers a certain bias on how a worker

will express the functional equation that the symbol level is called upon

to solve. He will of course express it in a way that suits his notation,

but this is a strength as well as a weakness. Every endeavour that

enables us to ascribe some degree of rationality to an artificial system

has some potential contribution to make to our analysis of the knowledge

level.

* * * *
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C HAP T E R I I I

I N TEL L I G E N T LEG A L I N FOR MAT ION SYSTEMS

3.1 OVERVIEV

The application of the techniques of artificial intelligence to legal

systems is still at a comparatively early stage and is characterised by a

relatively small number of significant projects with a considerable

amount of peripheral activity. The surveys in [27] and [8] reveal an

enormous variety of aims, objectives and approaches to the field and only

a small minority may be considered to have a background in, and an up to

date understanding of, the potential (and limitations) of current AI

techniques. It is beyond the scope of this project to survey all this

literature which deals with general applications. Instead, following the

perception in the last chapter that the application of a particular

representational technique contributes to the understanding of the

domain, the survey is organised around those techniques.

It is of course the goal of most projects that apply AI to the law to

design representations that will serve a wide spectrum of purposes; the

nature of the law itself constantly brings this purpose to mind. At any

one time it is possible to point to a body of written material and

declare that it is the law. Notwithstanding that the concepts embodied

in that material are only fully determined within a social context there

is no doubt that this one source of knowledge must be common to all the

applications of the law. How attractive it is then to believe that we

can represent the law just once and only supplement it with additional
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world knowledge to prescribe its application to world problems. This may

be likened to separating the structural from the strategic knowledge in

NEOMYCIN. We saw there that in terms of an explanatory systems this

might be a goal, but for a problem solving system it still posed deep

problems of the separation of domain dependent knowledge from domain

independent application strategies. The law may be considered to pose

special problems in this respect since although a purpose guides the

framing of a law, that purpose is not contained in the law itself [38J.

The conceptual model is specifically absent, and this absence we may

assume reflects a judgement by lawyers that it cannot be adequately

expressed in legal language. We must therefore expect difficulties if we

try to represent that model in the weaker tools we have at our disposal.

,

Section 2 looks briefly at some of the legal systems that are on the

fringes of 'intelligent' systems. In section 3 we look at the LEGOL

project which grew out of the traditional systems analysis and database

approach, and how a natural synthesis of that notation with logic seems

to be suggested. Section 4 then looks at the use of logic for legal

systems, which is the primary interest of this study. Section 5

discusses deontic systems - those that concern themselves with the

concepts of permission and obligation which are fundamental to any legal

system that seeks more than narrow applicability. Lastly, in section 6,

we look at frame based systems, particularly the TAXMAN Project and get

some feel for the complexity to be expected of a system that can assist

the practising lawyer.
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3.2 PRECURSORS OF IIn'ELLIGEIIl' LEGAL SYSTDIS

The complexity of the law is such that often even quite modest mechanical

assitance with its comprehension or application can yield significant

benefit. In [5] a system is reported in detail that analyses tax

allowance. The system was written in BASIC and the knowledge is

represented entirely in flow charts. A similar system (also in BASIC) is

Hellawell's CORPTAX [17] for analysing the taxation of stock redemptions.

The weakness of these systems is apprarent: all possible questions that

might need answering must be anticipated and catered for. More

seriously, the structure of the rules is actually lost in the translation

to a flowchart so that modification becomes a programming task rather

than a knowledge engineering one.

Selecting welfare benefits is the subject of du Feu's work [11]. This

project was motivated by the observed very low rate of take up of

benefits and was designed to take a 'whole household' approach. Very few

details of the program are given and it appears to use a form of decision

table approach.

Gilbert has developed a prototype DHSS benefit assessment system which

has been tested in an experiment with Citizen's Advice Bureaux workers in

the field. The system is believed not to involve AI techniques but

written accounts were not available to the writer.
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3.3 LEGaL

The LEGOL project [36, 37, 38] is an ambitious project that has sought to

gradually widen the scope of its representational formalism to cover

progressively more aspects of legislation. In this section we discuss

those aspects of LEGOL that grow out of relational database ideas. The

extension to handle deontic concepts is discussed in the next section.

LEGOL is based on a relational algebra for the manipulation of data

elements. The semantic model for the defintion of these data elements

gives a particular emphasise to the representation of time. All the data

elements are recorded with the time at which they begin or end. This is

particularly important for legal systems where time often plays an

essential role. The data elements or "entities" fall into three classes.

Things - Entities which have an independent existence and whose

time period is uniquely determined by the values of the

other attributes, eg a person, where the time period

represents the life time.

Conditions - These entities have a time period which is not

determined by the other attributes.

eg employed (ICI, Bloggs, 1976-1980)

employed (ICI, Bloggs, 1982-1984)
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A particular condition cannot .be specified

independently of its time period since this period is

conditional.

States - These are similar to conditions and are differentiated

by one attribute being a function of the others, eg

number_of_children (Family, N, period), N is a function

of Family and period.

However function is not a defined semantic concept and

the distinction between conditions and states appears

to be more intuitive than formal.

We may see in this model some similarties with the conceptual model for

relational databases expounded by Addis [2], but a full comparison is

beyond the scope of this project. The LEGOL language is a means of

manipulating an underlying database in which all these entities are held

in the form of relations. The process of representing the law with LEGOL

therefore consists in two phases. First the entities to be represented

must be determined through a process of relational analysis; secondly the

legal rules must be expressed in LEGOL rules for the manipulation of the

relations. We can mention the hope expressed in Stamper [37] that it

will be possible to reach a 'canonical' analysis, a goal of relational

analysis in general; Addis [2] shows how any such analysis is incomplete

unless the world constraints between relations have also been

represented. This does not seem to have been tackled by Stamper except

in the informal condition/state distinction.
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The syntactic unit in LEGOL is the rule, and its form is:

<target relation> <~pdate symbol> <source ex~ression>

The source expression comprises relations and LEGOL operators. The

effect of the rule is to assign the result of evaluating the source

expression to the target relation. The operators are specialised forms

of the relational operators to take account of the special importance

given to the time attributes.

directly from [37]:

The following example is taken fairly

number_of_children(Jones,3,1959-1967)

number_of_children(Jones,2,1967-1972)

These represent the number of children in the Jones family in the given

periods (where defintion of a child is held in rules elsewhere). Family

Allowance rates are held in another relation:

rate(2,8/-,1965-1970)

rate(3,18/-,1965-1970)

rate(2,25/-,1970-1979)

rate(3,401-,1970-1979)

Given these relations a Family Allowance rule can now be written:

allowance(Family,X)~rate(N,X) while

number_of_children(Family,X)
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This ~ule performs a join over the number of children with special

handling of the time attr-Ibut.es . The 'while' oper-ator- creates for each

tuple in the target relation the time attributes that ~epresent the

inte~section of the pe~iods in the tuples of the sou~ce ~elations. Where

there is no intersection the tuple is deleted.

The effect of the allowance rule on our example data is thus to construct

the new allowance ~elation:

I allowance Jones 18/- 1965-1967

Jones 8/- 1967-1970

Jones 25/- 1970-1972

LEGOL has other special time operations such as 'or while', 'whenever',

etc. These are all defined within the interpreter and not accessible to

argumentation by the LEGOL user.

Two update symbols are provided in LEGOL, represented by a single arrow

(as above) or a double arrow. The double arrow f'or-m tranarer-s the

candidate key of the evaluated source to the target, whereas the single

arrow form does not. It is also possible to name attributes of the

target r-el.atLon and update them by some operation on the candidate key.

For instance, the ~ules:

start_of child(Person)~start_of Person

end of child(Person)~start_of Person + 16

together model the rule that a person under 16 is a child.
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Only the simplest legal rules will be represented by a single LEGOL rule.

The interpreter supports multiple rules through sequential interpretation

and it has also been found necessary to introduce iterative loops, and

the other control structures of conventional programming languages to

deal with the complexities of real law. This is a serious shortcoming

and indicates that, quite apart from any conceptual problems there might

be with using the relational model as the basic semantic framework, that

the operators and their interpreter are fundamentally inadequate for

representing the law. The criticisms that applied to the BASIC programs

described in section 2, with their confusion of program structure with

legal structure are seen to be still present in the LEGOL formalisation.

In [32] Sergot performs a thorough comparison of LEGOL with logic

programming and shows not only that all its features can be readily

reconstructed in logic, but that considerably more power resides in the

new formulation without being attended by any obvious penalties. Taking

the family allowance example we can represent it with corresponding logic

clause:

allowance(Family,X,T) if rate(N,X,T1),

number_of_children(Family,NT2),

while(T1,T2,T).

Here the time attributes and the relationship between them in the source

and target has become explicit: while(T1,T2,T) will hold whenever the

intersection of time periods T1 and T2 is the period T.

When run bottom up this clause will have the same effect as our LEGOL

rule, adding new allowance clauses by inference on the supplied data.
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However, it can also be used top down to establish a particular instance

of an allowance from a database of families and rates. The benef'it of'

such flexibility is obvious, and becomes even greater when disjunctive

rules are considered. A disjunctive rule is one of the form:

A if B or C or • . .

To establish A it is sufficient to establish only one of B,C • .. A

logic program using A top down is able to do this. A LEGOL program must

compute B,C and then their union'. This may be not only

inefficient, but could in some instances be combinationally explosive and

non terminating. Given that disjunctive conditions are a common feature

of the law this is not a trivial problem.

We therefore turn to systems that have used logic directly for legal

systems and discuss their design and current capabilities.

3.4 LOGICBASEDSYSTEMS

As we have seen from preceding parts of this study there are adequate

reasons deriving from AI experience for supposing that logic could

provide a suitable representation for some aspects of legal systems.'

Independently of these considerations however there is also the evidence

from the legal' profession that logic is relevant as a means of

structuring law. In [4] Allen discusses in detail the structure of

written legislation and concludes that while legal drafters are skilled

in handling the semantic d~mensions of the written word they have totally
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failed to handle structure in any consistent or systematic way. The

result ·of this failure is inadvertant ambiguity due to the multiple

interpretations that can be put upon collections of statements. Computer

science lon~ ago confronted the ambiguity of such constructs as the

'dangling else' and established rules to deal with them. Legal drafters

it seems have never approached their task with the same rigour. Since

the drafters have at their disposal a considerably richer language .than

the computer programmer the consequences are correspondingly worse. In

his carefully argued paper Allen accounts for over 4000 possible

interpretations of a set of statements whose connectives include the word

'unless'. This complexity arises only when the statements include the

deontic concepts, but whatever the reason it is plain that the situation

is unsatifactory. The solution proposed by Allen is a move towards

"normalised" drafting in which only a standard set of structuring

primitives would be used. Not surprisingly the structures he proposes to

express the relationships between normalised statements are the logical

ones: conjunction, diSjunction, conditional, etc. Normalised statements

must all contain deontic operators expressed in a standardised way.

Allen's study sounds a note of caution when we set out to represent

legislation. The law is what is currently written down and that takes no

account of Allen's proposals. We shall have to choose in our systems

•

whether we translate the law in normalised form first (current practice)

or whether we attempt to model its ambiguity. We should not suppose

however that the ambiguity makes legislation unamenable to logic. Logic

is quite at home with ambiguity and indeed is the tool with which Allen

teased out all the meanings of 'unless' - it is unlikely that anything

other than logic could adequately represent them.

- 47 -

.•



-
Now that the use of Prolog as a logic programming tool is becoming

widespread a number of informal reports are made or projects,

representing rules and regulations. The only documented case study

on

available however is the work of Hammond [14] on DHSS supplementary

benefit regulations. More recent work at Imperial College has used logic

to represent sections of the British Nationality Act and the author is

grateful to members of the College for access to informal documentation

of this project.

Hammond's project started with the clearly defined aim of expressing

entitlement to supplementary benefit. With this target the source

material was not the legislation itself but the pragmatic expression of

it in the DHSS guide to the application of the legislation. The rules

were elaborated from this guide with the aid of a DHSS expert. The final

description of benefit entitlement contains a little over 200 rules and

facts and includes computation of the entitlement. It is important to

note that the project stated with a single goal, which in effect

translated into a single top level goal for the Prolog program:

Person is_entitled to sup_ben if

not Person is_disqualified_by sex and

not Person is_a_juvenile and

Person study_status_OK and

Person is a GB resident and

Person is_excused_or_registered_forwork and

Person needs_financial_help and

not Person is-disqualified_by trade_dispute.
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Most of these conditions are themselves described by further rules. It

is the goal structure of the program that determines how the rules are

structured, not any underlying conceptual model of the 'benefit domain'.

At some point in pursuing subgoals the program must either encounter

assertions or fail in its search. The logiC system used (Query-the-User

[32]) allows condition to be declared "askable" and this has the effect

that the user of the system is asked to supply the information to'satisfy

the goal•. This has its most obvious use in acquiring basic data such as

'age', but can also be used to allow an external decision on something

that is essentially undecidable within the knowledge available to the

system, eg discretionary judgements.

The system is able to offer an explanation of its r-easontng by reciting

the trace of successful goals; in this respect the program does nothing

not done equally well by non-logic systems.

The ability to make flexible access to the information in the program is

quoted as a benefit of the logic representation, eg:

"What is the maximum capital allowance for supplementary benefit

claims"

or

"What is jones disqualifed by"

These queries must be put to the program in a standardised form, ie

Which (X jones is_disQualified_by X)

The symmetry of the logical representation thus allows a relation such as

'is_disqualified_by' to find a solution as well as showing that a
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relationship holds. In [21] the distinction between finding and showing

is discussed. Since any procedure that applies to showing problem peT)

also applies to identifying an individual X such that p(X) it follows

that the search space for a finding problem is generally larger than that

for a showing problem. Following our earlier discussions of the need to

include problem specific information to guide the search strategy we must

recognise therefore that the strategy that works for showing will not

necessarily work for finding. The Hammond program which has a fairly

simple structure amenable to exhaustive searching does not reveal this

problem, examples which do are given in the next chapter of this study.

We also note that the order in which questions are asked of the user is

entirely determined by the order of search. While this is perhaps

satisfactory in a simple case we would probably like to have more control

in the general case and it would be advisable if dialogue control were

explicit. In practical circumstances carefully ordered questions are

asked by benefit assessment officers of claimants. It should be possible

to specify this order and maintain it if some changes to the legislation

require modifications to the problem solving strategy. In this example

the problem solving strategy would appear to generate a sensible dialogue

but we shall see that this need not always be the case. These remarks

are not to be taken as criticisms of the representations in logic: in his

study of MYCIN Clancey notes that there is no means of controlling the

ordering of rules (and hence dialogue) that are selected to try to

establish a goal. The ordering is determined by the order in which goals

were edited into the system. Prolog is superior in this respect in that

goal ordering is explicitly controlled. We simply have to be careful not

to expect too much of the "general deductive power of OUr logic system.
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Another example of a Prolog program encoding legislation is the system

under development at Imperial College by Sergot et al to handle the

British Nationality Act. This is very similar in style to the Hammond

example, using Query-the-User to couple the system user into the problem

solving process. Unlike the supplementary benefit program however it was

designed directly from the legislation. This particular legislation has

been very amenable to logical representation since it is logically

straight-forward and self-contained; Like the Hammond program it falls

into a simple goal structure which can be adequately represented by and-

or trees. The following example, shown in Figure 1, is taken from

informal project documentation.

This can be translated directly in Horn clauses in a Prolog program by

the translation of the tree:

to the clauses

A if Band C and D

A if Band C and E

A if F

F if G and H and I

F if G and H and J
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In [21] Kowalski shows how in general the and-or tree representation of a

problem does not make explicit the effect of subgoal selection strategy

on the size (and finiteness) of the search space. An extended

representation is necessary to show the contribution each procedure makes

to the values of the variables to which the procedure is applied. Like

the supplementary benefit example·the British Nationality Act program

presents a sufficiently constrained search space that this is not a

problem.

We can suemar-tse the experience gained from these systems briefly as

follows:

(1) A logic formalism allows a natural expression of rules in a form

that is easily seen to correspond to the legislation.

(2) The rules are easy to modify to reflect changes in the

legislation.

(3) Surface level explanation of reasoning is easily provided. Since

it is the rules that are the law, and not any underlying deep

concepts, issues of deeper explanation do not apply. However, we

consider the limits of this understanding of consultation systems

further in section 5 below.

(4) These systems have not had to tackle any serious distinction

between expressing the law and applying it to solve problems. In

the Hammond example the program was deSigned to solve a problem,

and its rules are not constrained to be identical to those in the
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legislation. In the BNA the direct representation of the

legislation appears to have resulted in a useful problem solving

system. The extent to which this approach may be extended is an

open question and one of the subjects of the next chapter.

3.5 DEOKTIe SYSTEMS

To a first approximation the systems described so far in this chapter

have been concerned with handling objects and realationships rather than

the deontic concepts of permission and obligation. These concepts

however pervade the law and in some sense may be regarded as its essence.

In the proposals of Allen [4] for a normative form for legal drafting

discussed above it is required that the consequent of every rule

contained one of the deontic concepts. These concepts effectively

express the relationship of individuals to the application of the law by

defining legal and illegal behaviour. As our representations of the law

are extended to cover sequences of behaviour we shall have to tackle the

definition of these deontic concepts. It is not proposed to study them

here since that is the province of lawyers (see eg [25]) and it is a

subject that fills many volumes. Here we simply note the type of problem

that has to be tackled and the two stances that can be taken to the use

of logic in automated systems.

Given legal rules of the form:

X is obliged to do A for Y

Y is permitted to not do B
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We would like to be able to deduce the inverse relationships that would

allow us to answer such queries as:

Has Y a right to A?

Is Y obliged to do B?

Where the actions of agents produce consequences that appear in further

deontic rules we can find considerable complexity in the relationships

involved (as illustrated by the 4000 meanings of 'unless'). Two

attitudes can be taken to logic in the representation of these deontic

concepts and the rules of inference that a study of legal processes deems

to be appropriate for their manipulation. These two attitudes are the

same as those found in AI to the treatment of uncertain or probabalistic

reasoning. In MYCIN and many other systems it is possible to attach a

'certainty factor' to a rule, eg

if P then Q (C1)

if Q then R (C2)

The transitive certainty factor C3 for the rule

if P then R (C3)

is then defined imp·Hctly within the system by some ad hoc definition

such as C3 is the minimum of C1 and C2. In this approach therefore the

underlying deductive mechanism is altered to cope with a perceived

mismatch between the properties of the domain and two-valued logic. The

alternative approach (adopted in [10]) is to represent the special

inference rules explicitly. Our example could then be expressed:

.- 55 -



-
leads to (X,Y,C) if causes (X,Y,C).

leads to (X,Y,C3) if

causes (X,Z,C1) and

leads_to (Z,Y,C2) and

combine (C1,C2,C3).

The combine relation can then be defined as appropriate, and obviously

alternative defintions could be given for different relations by simple

extension. Not only does this approach make the inferential rules

explicit and therefore amenable to explanation, modification, relation­

specific definition, etc, it also leaves us with an underlying deductive

mechanism whose theorem proving properties are well understood. An ad

hoc logic designed to fit our special requirements of some particular

reasoning system is unlikely to possess the same properties.

3.6 FRAME SYSTEMS

The TAXMANproject of McCarty [23, 24] is a major at tempt to use

artificial intelligence techniques to model legal reasoning and has

probably gone further in analysing the conceptual problems than the other

,system we have described. The LEGOLsystem, which is the only other

project to try and define a formal representation has specifically

excluded from its goals automatic legal reasoning.
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TAXMAN models one sub chapter of the US Internal Revenue Code - the

taxation of corporate re-organisations. The legislation is very complex

and has been the subject of a number of judicial decisions so a complete

model must account for both statue and case law. The goals of the

project are ambitious, aiming to take the automatic modelling into the

realm where the concepts as well as the inferences must be supported by

argumentation.

The model developed by McCarty to support his system goes beyond a

surface representation of the rules and is expressed in a network

formation as an abstraction/expansion hierarchy of frames or templates.

Rather than show the notation used in [23] for the semantic networks we

reconstruct them here in the notation of partitioned networks defined by

Hendrix in [18]. There are insufficient details in the TAXMAN papers

available to the writer to be sure that this reconstruction captures all

of the original but it serves its main purpose. That purpose is to show

that although the original work is expressed in a semantic network and

implemented in a frame based language (AIMDS) it can equally well be

expressed in a semantic network whose equivalence to predicate logic has

been established. In [18] Hendrix establishes this equivalence, showing

further how his notation is a means for representing logical statements

about collections of propositions.

Figure 2 therefore is an expression of the basic concepts of the TAXMAN

model in the Hendrix notation. We note that there is no reference in

McCarty's work to Hendrix or others who have used the semantics of

predicate logic for their network formations and his choice of frames was

not necessarily therefore fully informed.
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In the figure the table on the arrows have the following meanings:

s set inclusion

ds disjoint subset

e set membership

IMPLICATIONS

, LEGAL PE RSON'5

Figure 2
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Figure 2 shows not only the hirarchial organisation oC concepts but an

example of a template; that for the 'ownings' mode. In the Hendrix

notation every situation set has a template, or delineation in his

terminology. A delineation specifies the deep cases that name and

restrict the participants of situations in the set. The ownings template

delineation shown corresponds to the formula:

Vx { member (X, awnings)

~3y, z, t1, t2 [member(y, Legal persons) & agt(x,y)

& member(z, property) & obj(x,z)

& member(t1, Times) & Start_time(x , t1)

& member(t2, Times) & end_time(x, t2)]}

This is a formal statement that all the named slots must be filled in to

create an instance of an ownings situation. Other templates are defined

by McCarty but their definition would add nothing to this description.

McCarty notes that this model can be used both top down to find instances

of some concept or bottom up to establish membership of some class.

Clearly the frame language is no different to the Hendrix system in this

respect. Where the AIMDS system appears to be useful in the TAXMAN

system is in its ability to return partial matches to a concept together

with a residue expression which lists that part of the logical expression

and its associated binding list which produced the true, false, or

unknown evaluation, respectively. The system used to implement the

Hammond programm [15], also has an ability to record dependencies within

a proof on undertermined variables, but the writer has not sufficient

details to make a detailed comparison.
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McCarty is interested not just in identifying states but in reasoning

about the state changes involved in company reorganisations. There we

have the Exchangings subset of Situations with slots for "agents",

"object", "old owner", "new owner", ."instant time". These are the

rudiments of the TAXMAN I system and can be used to express the essential

aspects of its domain. McCarty however identifies some severe

shortcomings of the system that have lead him to investigate the design

of a TAXMAN II system. First, the system must represent at the ground

level the full set of factual situations that might occur in any given

case. McCarty concludes that it is inconceivable that a full set of

facts could be expressed in the TAXMAN I formalism in sufficient detail

for the system to be capable of dealing with any interesting legal

question. Secondly, McCarty cites the "open textured" nature of the high

level concepts involved in legal reasoning as being essentially beyond

the scope of the formalism. The legal concepts of importance he

identifies as "dynamic" rather than "static", and justified by a sense of

"purpose", a point that we have already seen as a potential problem in

other domains.

To tackle these problems McCarty proposes a model"which goes beyond the

fixed-template/partial match capability of TAXMAN I and instead has

concepts modelled as a "prototype" and a sequence of "deformations" of

the prototype. A prototype is a concrete description and deformations

are mappings of these descriptions. A concept then is the set of

examples which can be generated by a sequence of mappings from the

prototype. The theory is not worked out in detail in [23] where McCarty

concentrates on a mixture of theoretical and implementational problems.
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The most interesting aspect is that he finds a theory of the deontic

concepts to be essential to his purpose•. This is because the domain is

intimately concerned with the maintenance or transfer of rights and so a

particular pattern of events can only be judged to fit a certain concept

if it maintains complex patterns of rights in property.

Seen as Situations in the Hendrix scheme the new conepts do not appear to

pose any new representational problems. The problems clearly lie in the

semantic modelling of the domain. In summary therefore we can conclude

that the frame based approach helped McCarty to handle the analysis of

his problem by suggesting an organisation in terms of templates,

inheritance hierarchies, collections of propositions, etc. However, the

particular choice of frame language may have made his task more difficult

by giving him only a subset of the power available in a notation such as

Hendrix's which has full logical adequacy.

• • • •
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C HAP T E R I V

R E PRE S E N TAT ION 0 F SSP LEG I S L A T ION

4.1 IRrRODUCTIO.

This chapter reports on a practical investigation that was undertaken by

the writer into the representation of legislation using PROLOG as a logic

programming language. The piece of legislation chosen was the Statutory

Sick Pay (SSP) provisions contained in the Social Security and Housing

Benefits Act 1982 [35] and associated Regulations [39]. This was chosen

because of the widespread attention it received in the computer press at

the time of its introduction. Since it concerned pay-roll programs of DP

departments its provisions had to be incorporated into those programs,

which are written in traditional DP languages (usually COBOL). The

legislation was strongly criticised by the DP community because of its

complexity; it was said to be both difficult to understand and difficult

to implement.- This legislation therefore suggested itself as a suitable

test-bed for the technqiues of knowledge based programming for which much

is claimed for their ability to tackle complex problems. The choice of

logic programming language was also quite natural. Regulations are

expressed as rules, and indeed we have seen in our survey in the previous

chapter that a more explicit and carefully structured representation of

rules has been proposed for the law. Logic is a natural and powerful

expressive tool for representing rules and would therefore seem to be an

obvious choice. PROLOG was the only practical system available, and
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there is some interest in finding its limitations as a logic programming

language; but that was a secondary objective to exploring how readily the

logic rule approach could generate a system of useful capability within

the time constraints of the project.

The project was concerned not only with using the rule based approach to

legislation but also with testing how readily the logiC rules could be

derived directly from the written legislation and how close they could

remain to it while acquiring some useful problem solving ability. From

one point of view one could argue that since the written law is not

tailored to anyone of its many domains and methods of application nor

should its machine representation be. That this naive representation is

unlikely to have much problem solving power we have seen from earlier

chapters. The project deliberately started with this naive position and

went through the following stages:

(1) Direct representation of rules as close to their written form as

possible with no particular problem task in mind. Identification

of limitations.

(2) Representation of rules in a form tailored to a specific top

level problem goal in the style of the Hammond Supplementary

Benefit program, but still keeping as close to the written form

of the legislation as possible.

(3) Representation of the legislation in a form powerful enough to

tackle a number of real world case histories. The example

problems were taken from the Employers' guide to SSP produced as

an explanatory document by the DHSS.
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In the course of this evolution the general target was a system that

could be consulted in a fairly general and 'intelligent' way about the

provisions of the legislation. As the project progressed it became

apparent that to build such a system four categories of information would

need to be explicitly handled. The inclusion of each type of information

entailed going beyond the straightforward translation of the written

legislative rules into logic rules, demonstrating that the natural match

between the domain and the formalism was superficial only.

Firstly, the law is in general definitional rather than algorithmic in

character. The definition of a concept is given rather than a method of

discovering or establishing an instance of that concept. We may compare

it with a definition of sortedness:

sequence y is a sorted version of sequence x if

y is a permutation of x and

y is ordered.

We could represent this in logic as

sort(x, y) if

permutation(x, y) and

ordered(y)

As pointed out by Kowalski [22] this is more like a specification than a

program. To turn it into a program we would wish to transform the

definition into an algorithmically more powerful one by the inclusion of

specific sorting expertise. In the case of the law we are interested in

preserving the original definition, alongside any problem solving

strategic knowledge we have to bring to bear. In the British Nationality
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Act program it appears that the additional knowledge can be added as

additional rules rather than as a modification of the definitional rules.

Such a neat distinction proved impossible to maintain for SSP. The

relationship between the problem solving knowledge and the definitional

law is similar to that between the 'heuristic' and 'causal' rules in

Clancey's analysis. The law is supposed to be a set of rules to which

the behaviour of society will conform, it is a model against which a

particular case should be made to fit. The description of the model

however is not the best heuristic for diagnosing the peculiar

characteristics of a specific case.

I

Secondly, to support our problem solving rules we need to establish some

underlying conceptual framework for them to handle. This was evidently

true in the TAXMANprogram which had to deal with the ill structured

nature of case law and is no less true when we have only statue law to

consider. We cannot therefore assume that because the law is written

down that there is no knowledge acquisition problem in representing it.

This conceptual framework will have to encompass both commonworld

concepts, of time periods, events, etc, and as our system becomes more

ambitious the social context which gives the law its validity as a set of

'norms' • Studying this requirement will help us understand the way we

might design a system that can answer questions both about the law, and

about its application to cases. Questions of the first type are:

"What is the law on X?"

"Howdoes pregnancy affect entitlement to sick pay?"

"What can I do if ••. 1"
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Questions of the second type are:

"What does the law prescribe about X in this case?"

"What SSP is due for 12 May given •••"

Thirdly, the written law, considered as a specification, is itself an

object that presents problems in its representation. The method of

presentation of the law is frequently to state a general principle

followed by a number of qualifications and exceptions. Where these are

presented in close sequence they often only differ syntactically from the

formalised rule notation proposed by Allen. Often however the cross

referencing is at a conceptual level and modifies the meaning of

concepts. Rules can assign special meanings for other rules in

particular contexts, suspend them altogether, or regulate their effect in

a number of ways. There is no locality of reference to basic concepts

and the cross referencing between rules is not always explicit. These

problems bear a strong similarity to those studied under the heading of

non-monotonic logic. In monotonic logiC the addition of new axioms to a

system can only increase the number of theorems that can be proved. In

non-monotonic logic the addition of a new axiom can render a previously

proved theorem false. This problem has not been tackled at all in this

project since non-monotonic logics are themselves a research area, but it

may be seen as an interesting future area of study. What we can note

here is that in some way the written form of the law must be explicitly

handled and kept intact in any large scale system if there is to be any

hope of keeping in step with the law as it changes.
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The fourth type of knowledge to emerge as requiring separate and explicit

treatment was the knowledge required to produce sensible dialogues during

a consultation. We have seen how the previously discussed examples used

the 'askable' label to indicate that the information could be asked of

the user when required. This' call by need' approach was found to be

inadequate in its simple form. At the minimum it appears to be sensible

to be able to generalise a specific question, eg instead of asking:

"Was <person) sick on 12 May'?"

we would ask

"How long was <person) sick for after 12 May'?"

Specific problems that arose are discussed later with a sketch of a

solution in this case. A consultation system that was to be used by a

benefit assessment officer in claimant interviews would certainly have to

have a solution to this problem. The DHSS produces handbooks for its

officers giving them guidance on the order in which questions should be

asked. These rules often go quite outside the benefit under

consideration, eg when registering for supplementary benefit a claimant

is told to register for unemployment benefit first; fulfilling this

requirement automatically establishes data relevant to the SB claim.

This project has concentrated on the practical investigation of the first

two of the above four types of knowledge, with some observations on the

fourth. The remainder of the chapter describes the project according to

the three stages described above. A few caveats are in order before the

- 67 -



-
description. Firstly, the purpose of the project was to gain insight

into the problems rather than to produce a complete polished system f'or

other users. To this end the analysis was taken to a point where

problems of complexity became apparent, but were not pushed into

elaboration of detail that added nothing new. This said, the final stage

was taken to the point of being able to solve real problems in order to

obtain some measure of the investment of effort required by the

technique. Secondly, as will become clear, only a small fragment of the

total SSP legislation has been tackled. The information necessary to

answer most of the example queries is contained in 7 sections and a

Schedule of the Act and 7 sections of the Regulations. The relevant part

of the Act contains 26 sections and Schedules running to several pages;

the Regulations contain 22 sections. These other sections range over

wide areas, such as records to be maintained by employers, determination

of disputes, relationship of such terms as "earnings" and "benefits" to

other legislation, etc. In general these other sections possess much

less logical structure than the main part concerned with defining the

essential conditions of entitlement. To tackle them would raise the

problems of the four types of knowledge by an order of complexity and

would certainly also entail tackling representation of the deontic

concepts.

4.2 THE -DIRECT- APPROACH

In order to qualify as a day for which SSP is due a day must meet three

basic conditions and must not be excluded by reason of any of a number of

supplementary conditions; tge structure of the legislation expressed in

the first three sections of the Act is as follows:
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employee_i,s_entitled_to_SSP_for(Day) if

part_of_a_period_of_incapacity_for_work(Day) and

within_a_period_of entitlement(Day) and

is_a_Qualifying_day(Day) and

not is_excluded_from_SSP(Day).

We will consider in more detail the first of these three condtions. Two

rules contain the essential definition of a period of incapacity for work
I

(piw).

2 (2) In this Part "per-fod of incapacity for work" means any period of

four or more consecutive days, each of which is a day of

incapacity for work ..."

2 (3) Any two periods of incapacity for work which are separated by a

period of not more than two weeks shall be treated as a single

period of incapacity for work.

Between them these two rules will demonstrate many of the problems we

encounter in the translation into a representation for an intelligent

consultation system.

form of logic is:

The statement of the first rule in the standard

l(x)[F(x)&ly[W(x,y) ~ S(y)]] ~ P(x)

where

F(x) means x is a period of four or more days

W(x,y) means y is a day in the period x
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S(y) means y is a day of sickness

P(x) means x is a period of incapacity for work

We can transform this by routine procedures into clausal form:

P(x) ••F(x),S(d(x».

P(x),W(x,d(x» ~ F(x).

In the transformation we have had to introduce the function d(x) in order

to eliminate an existential quantifier. We have also ended up with two

rules, instead of one, the second of which is not a Horn clause. It is

plain that we cannot render these clauses back into an intelligible

English form that still is an obvious expression of the original rule.

Nor are we able to use PROLOG as a problem solver since it is restricted

to the Horn clause subset of clausal form. It is possible to derive a

corresponding Horn clause specification but only by taking a particular

representation, eg lists, of the concept we are trying to define and

defining it as a recursive procedure. This takes us into the issues

tackled in the later stages of selecting representations and procedures

to search them. Before leaving this rule we also note that taken

together our top level goal and this one could not tell us whether a day

was in a period of incapacity for work. A link is missing that must be

expressed by the rule:

part_of_a_period_of_incapacity_for_work(Day)if

period_of_incapacity_for_work(P),

part_of_period_(P,Day).
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This is a trivial example of how we must insert 'problem solving' rules

in intimate relations with our legislative rules if they are to have any

pragmatic value. Further, we realise on reflection that in a pragmatic

sense the rule does not say what it means. It is quite clear from the

use made of the definition that a period of incapacity for work is not

just a consecutive period 9f sickness but the longest such period. It

begins when someone falls sick and ends when they are better; a subset of

a period is not properly speaking a period in the sense meant there. To

express this we must start to add still more rules whose form is far from

simple.

The second of the above rules causes us even more trouble. First of all,

this is an excellent example of a rule conceptually modifying one that

has gone before to such an extent that the first rule is almost useless.

We must therefore throwaway our direct representation of the first rule

and take the two together; the writer can think of no other way of

dealing with "shall be treated as" other than defining what a piw is. An

appropriate definition might be:

Periods of four or more consecutive days of sickness, separated

by not more than two weeks, together comprise a piw.

Trying to express this in logic the following suggests itself:

VxVyVz[[W(x,y)&W(x,z)] ~ [FS(y)&FS(z)&'G(y,z)]]~ P(x)

where

W(x,y) means y is a day in the period x

FS(y) means y is one of four or more days of sickness

G(y,z) means y and z are separated by more than 14 days of non

sickness
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Clearly, FS and G need further expansion, and this formulation suggests

that we would have been better off starting with a definition of a part­

piw and then defining how parts comprise a whole. This approach is taken

in our final representation. All remarks made above for the first rule

concerning the difficulty of expression in Horn clauses and making

contact with problem solving rules apply with even greater strength to

our now considerably more complex definition.

The conclusion of this analysis is not that logic cannot be used to

represent the law. It is that a "direct" approach, unmotivated by a

conceptual representation of our task or problem domain does not yield a

representation of any pragmatic value, either as a definitional structure

or a problem solving tool. Further, that the direct representation may

fall beyond the scope of our Horn clause problem solving mechanisms. The

translation to logic was comparatively simple and so the claim for logic

of a certain 'naturalness' as a specification language in this doman may

be considered to be sUbstantiated. We now see how far beyond the

specification of the law we must go to specify a system that can apply

it.

4.3 THE "SIBGLB GOAL" APPROACH

We have seen how to give some pragmatic value to our representation

we must constrain it to the Horn clause form and must supply missing

information to link the basic rules together. The second approach to the

problem was therefore to take the same initial clause as before and treat
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it as the top level goal of a problem solving representation. The

process of representation is then driven by the top down ref'inementof'

subgoals, and legislation.is only included if it is encompassed by this

process. Appendix A shows the program that results. We find that the

two rules·we considered above enter into our representations in quite a

different way. First of all we have:

part_of_a_period_of_incapacity_for_work(Day) if

day_of_sickness(Day), and

one of four or more-days_of_sickness(Day).

I

The first subgoal can then be further refined according to the detailed

provisions in the Regulations for determining days deemed to be days of

sickness, eg

day_of_sickness(Day) if

under medical care_in_respect_of_disease_or_disablement(Day) and

employee_has_done_no_work_under_the_contract_of_service(Day).

The second subgoal contains the essence of the first of the piw rules.

No further refinement can be made without making some further assumptions

about the problem solving task. The simplest assumption is that this

subgoal will be resolved by the user and we can therefore declare this

relation to be 'askable'. To determine it with respect to some database

representing a case history would require more rules to examine adjacent

days and count them.

Although the above encoding may appear quite trivial it is the result of
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a design decision that had to be reached independently of the

legislation. A more straightforward rule, closer to the legislation,

would have been:

part_of_a_piw(Day) if

one of four_or_more_days_of_Sickness(Day).

By including the additional subgoal it is possible to bring in the full

definition of a day of sickness (which comes down to five bottom level

goals to be declared 'askable'), before asking the generalising question.

In this way the user is lead through the detailed definition for one day

and then asked whether it belongs to a longer period of such days. We

have not by these simple rules avoided the complication of handling the

definition of a piw as distinct from deciding whether a day is a part of

one: the determination of other goals reached through our top down

refinement demands that we discover when the piw started to which this

day belongs. In this case it was not possible to keep the definitional

rules separate from the heuristic ones as it was for the rules

establishing that a day was in a piw.

The bottom level goals that result thus have a rather contrived air about

them:

beginning_of_period_of_sickness_including_day(Day,Start)

start_of_period_of_sickness_greater_than_four_days_ending_

within_previous_fourteen_days(Day,Start)

- 74 -



-
. Alternati ves of more or less elegance could be produced but the points

are well made that problem solving rules are very different from those

deri ved directly from the legislation, and the retrieval of definitions

is a different task from applying the definition to a case history.

Further examination of the rules in this version of the program shows

that many of the relations are highly dependent on their context of use

for their meaning and value. Specifically, where several subgoals of one

rule are all 'askable' the later ones assume the dialogue context created

by the previous ones. In most cases this could be avoided if desired by

reducing the subgoals to a single more complex one, or by passing

variables between them, but that merely makes the 'askable' goals more

difficult for the user to deal with.

The consequence of the two preceding observations is the conclusion that

this representation will be highly inflexible. The large number of

bot tom level goals is shown in the Appendix and the highly specific

nature of many of them shows that they are unsuitable for a general

problem solver able to reason bot tom up from data. Because of this the

actual program written did not parameterise the rules on the day under

examination. It was quite evident that the program could only possibly

show that a day satisfied some conditions, not find those that did.

It was the intention when this project started to obtain a version of

Query-the-User that would allow a program written in this way to be

tested. Unfortunately this was not possible and so the documentation in

the Appendix represents a design rather than a proven program. It was

not therefore possible to give examples of its operation or explore its

properties through example problems.
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In certain places the refinement process has been stopped short and this

is indicated by 111. At these points trying to fit the representation

into this approach became very convoluted and was abandoned.

The Query-the-User method has proved very successful in other instances

so we must explain why we had problems with it here. The answer is

clearly that the system's internal reasoning powers are far too weak. It

is driven back to the user for help with evey step along the way. In

fact the program is very little more than a decision tree. It lacks any

model for achieving coherence between the many subgoals to be determined.

Asking the user is all right if there is a good match between his real

world concepts and the goals that the system must satisfy; in order to

achieve that we must turn to the third stage of the project.

i

4.4 TBI "COIlCEPTUAL" APPROACH

At this point it was clear that representing the legislation for

explanatory purposes and problem solving purposes are two distinct tasks.

Sometimes they can sit uneasily together, sometimes they are in conflict.

For this stage the original aim of producing a problem solving system for

the examples in the employers' handbook was adhered to. A note on

extending the system to the first task is included at the end of the

section. An attempt was still made however to preserve wherever possible

a distinction between rules that defined the law and those that applied

it. The program listing is contained in Appendix B. This program has

been implemented and run on the examples. At the end of the testing are

the data and dialogues for each of the four examples. For completeness

the examples are reproduced from the handbook in the Annex.
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The previous stages of the study had revealed that the main problem lay

Thein providing a powerful representation of events and time periods.

SSP legislation, as the first rule shows, is all about time periods and

the relationships between them. What was needed was a set of algorithms

to complement the definitions. Just as the 'sort' example at the start

of this chapter is essentially useless for problem solving, so general

definitions of periods and events had no power to solve problems.

Analysis of the type of relationships between periods also showed that it

would be necessary to have different procedures for finding and for

'showing' problems. Procedures that could show that a number of days

satisfied some rules would be combinationally explosive, or non

terminating if used to find a day. In most cases the procedures could

only be used one way because the operations entailed arithmetic

operations or tests that could only instantiate in one direction.

A uniform set of procedures for representing and manipulating time

periods was therefore designed. Study of the legislation derived that a

period could be defined by:

(1) specific days, eg week begins on Sunday;

(2) specific dates, eg tax year begins on 4 April;

(3) some condition true on every day, and not on adjacent days, eg

sickness;

(4) restrictions on length (max or min) of a period defined by any of

1 to 3;
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(5) derivation or intersection of periods defined by 1 to 4;

(6) linking of periods defined by to 5, eg piw derived form

sickness with gaps less than 15 days

(7) restrictions on length of a period defined by 1 to 6, eg a

contract is linked and must have aggregate length exceeding 13

weeks;

(8) definitions 1 to 7 plus conditions that must be satisfied on the

first day, eg period of entitlement. The conditions do not

necessarily pertain to that day directly, eg the entitlement

conditions refer to the contract length and other benefits

received in the preceding 6 weeks;

(9) definitions to 8 plus terminating events, eg imprisonment

terminates entitlement;

(10) cumulative condition, eg sum of SSP received exceeding limit

terminates entitlement.

The representation designed allows all these types of definition to be

handled uniformly except for the last. The definition of when the

entitlement limit is reached is interesting in that it is algorithmic.

For a day of sickness a daily rate is calculated and paid in full.

Because this daily rate depends on the number of qualifying days in the

week it is not constant so the maximum amount a person can receive is up

to the maximum for one day over the 'entitlement limit'. The day on'
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which the sum recieved exceeds the limit is the last day of entitlement.

In order to express this, and the more complicated case where the weekly

rate of SSP changes along the way, the legislation has to be given

algorithmically. To have implemented an equivalent algorithm in this

project would have been very time consuming and did not seem justified,

so the maximum entitlement rules have not been completed.

A small number of predicates are used to define the characteristics of

each type of period found in the legislation. All the period definitions

may be found in the second section of the program listing. The

definitions for a piw are as follows:

period_type,(piw,linked).

period_sub_period_name(piw,sub_piw).

period_linkage(piw,14).

period_type(sub_piw,derived).

period_derivations(sub_piw,[sickness]).

period_min_length(sub_piw,4).

The sickness period is then defined:

period_type(sickness,primitive_condition).

period~definition(sickness,day_of_sickness).

To handle these standardised forms of definition a small number of

procedures are defined, found in the third section of the listing. There

are two basic searching operations that are needed both for constructing
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a period from its definition and for answering the example queries. The

first takes a day and the name of a period, and rinds the period or the

named variety that includes the day:

period_including_day(Period',Period_name,Day)•

The data repre,sentationused for a period is a list of all the days in

it. This allows linked periods to be handled as easily as non-linked

ones. If no period meeting the conditions is found then Period is

instantiated to the empty li.st. This procedure uses lower'level ones

that can generate dates forwards and backwards from the day of interest

and uses the period definitions to test for inclusion. To determine a

sickness period for example the day_of_sickness predicate is used until a

day is found which fails. Having built up a period, limiting conditions

are then applied as may be seen from the top level procedure in the

listing. The second basic procedure for building up time periods takes a

start and end date (a time frame) and searches for periods of a defined

type within that time frame. Two versions are requir~d, one to search

from the start forwards, the other from the end backwards,

period_within_time_frame_forward(P,Period_name,T_start,T_end).

This is written in such a way that when backtracking occurs it will find

the next solution, returning the empty list when there are no more. This

procedure is able to use the first one together with a few rules to

adjust its time frame whenever a solution is found. For the rules that

handle periods as part of other definitions it is useful to add one

further procedure that collects up all the solutions within a time frame:
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all_periods-within_time_frame_forward(P,Period_name,T_start,T_end).

Looking now at the first two sections of the listing we can see a clear

distinction has been maintained between those rules that define the law

and those that apply the definitions. The latter must know about the

data structures for periods and the procedures to handle them, whereas

the former do not. In each section the application rules are identified

by a subheading. For both of these types of rules the logic programming

formalism appears to be natural and concise. It is only for the basic

period searching procedures that the logic is less appropriate. The

basic operations entail searching up and down lists in an efficient way

that is more conveniently handled by an algorithmic language. Designing

these procedures in logic was considerabley mor-e difficult than writing

the other rules, and getting them to work was definitely a process of

debugging rather than 'knowledge engineering'. The efficiency

implications cannot be ignored either: the system as written could not

handle the fourth of the example cases in the form in which it was stated

because it ran out of stack space in very deep recursions involving very

large data structures. No doubt some ingenuity and a compiler that

optimises tail recusion would help, but the conclusion that logic is not

ideal for this type of operation appears inescapable.

At the end of the program there is a listing of the bottom level goals.

It is apparent that these are all direct equivalents of conditions found

in the legislation, rather than invented to fill problem solving gaps in

it. It would be entirely reasonable to declare all these to be 'askable'

of the user. By establishing a conceptual framework for the problem

solving, albeit a simple one, we have put 'the problem solving back into

the system.
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As an example of the program in action we give below a slightly

abbreviated trace of the solution of a simple query from example 1. The

query is to determine the appropriate weekly rate of ssp on a particular

day:

? weekly_rate_of_ssp(310,Weekly_rate).

Weekly_rate=37

The rate is as follows with depths of indentation indicating the depth of

the subgoal search:

normal_weekly_earnings(310,E)

normal_weekly_earnings_by_two_pay_days(310,E)

two_preceding_pay_days_separated_by_eight_weeks(310,P1,P2)

period_within_time_frame_backward([P2],pay_day,O,310)

P3 is P2-1

period within_time_frame_backward_([P1],pay_day,O,P3)

gap_between_periods(P1,P2,Gap)

Gap>=55

P3 is P1+1

pay received_in_period(P3,P2,Pay)

all_periods_within_time_frame_forward(pay_days,day_of_payment,

P1,P2)

sum_pay_received(Pay_days,Pay)

earnings_calculated_from_two_pay_days(P1,P2,Pay,E)

This simple example shows the use of several different searches through

dates to establish the relevant pay days and all the pay received in the

period between them.
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One simplification adopted in this program design should be noted at this

point. There is an implicit 'point of view' when talking about time

periods. If the current data is in the middle of, say, a period of

sickness, then the end date of that period is strictly not known.

Similarly,·if a contract end date has not been specified but simply lies

some time in the future then it is irrelevant for consideration of events

up to the current date. A complete handling of time periods for our

system ought to include this 'point of view' explicitly. This was not

done because of the added complexity and because minor adjustments to the

way the example data was presented obviated any problems.

The foregoing remarks allow us to.see how we could set about achieving a

more sensible dialogue structure for our problem solver. Take as an

example the definition of a period of entitlement. This is the most

complicated period definition but its interesting feature at this point

is that the period is ended by the first to occur of a number of events:

end of contract, start of pregnancy disqualifying period, start of a

period of legal custody, or end of piw (the usual case). The problem

solving rules first of all construct the intersection of the current

contract and the piw; this should be done with reference to the current

date as an end date as noted above. This establishes a period within

which to search for the first instance of any of the other terminating

events. At this point it would not be sensible for the system to ask of

each day in turn whether it satisfies those conditions - it should

discover whether the event occurred in the period of interest, ie it

should genera1ise the question in the way that a human questioner would.

In order for this to be possible it would only be necessary to introduce

a new relation:
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known(Period_name,Start,Finish)

that would record the period of time for which the data currently

available to the system represented a complete history. Then an askable

goal would only be asked if its history were not known for the period in

question. If it were asked then the 'known' relation would require

updating. Without a mechanism such as this we are not able to cope with

the statement in example 2, where it says there is no reason to suspect

the (27 year old female) employee is pregnant. PROLOG cannot represent

negation directly, ie we cannot include 'not pregnant' as an assertion to

be used by the theorem prover. Negation is implied from failure to prove

a goal. By including the assertion:

;

known(pregnancy,_,_).

we would prevent further attempts to establish facts relating to

pregnancy. Even if we had explicit negation, the 'known' predicate would

serve to guide the process of generalising questions. An implementation

of this idea was beyond the scope of this project, but we note that two

approaches could be taken. One would use PROLOG intrinsics to assert and

retract versions of the 'known' clause, essentially doing assignments;

the other would build a declarative model of database update within which

the whole system could operate.

Although we have gone a small way towards giving our system problem

solving capabilities and some possibility of improving its dialogue at a

rudimentary level, we have not yet tackled representing the definitional

aspect of the law for consultation, distinct from problem solving. In
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example 1 the system can correctly apply the rules that allow an employer

to withold payment in lieu of a waiting day for which notl.ficationof'

sickness was not given, but it has no means to answer the question

actually posed: "What can you do about the late notification?". As

another example, consider the rules defining a 'day of sickness' that

were discussed in the previous section. We saw there how a dialogue

could be contrived to take a user through the detailed definition and

then ask a generalising question. This was really a trick, combining the

two types of consultation and clearly does not carryover into our new
I

system. Once we have a conceptual framework for some part of the

legislation however we can incorporate procedures to explain that

framework. As a trivial example, if we redefined our period predicates

to look like:

period(Period_name,type,x)

period(Period_name,derivation,y)

etc

then a query of the form

? - period(sickness,X,Y).

would recover the definitional predicates. Clearly we would want to have

some more sophisticated retrieval that could recursively unravel all the

dependencies and explain the relationship between them, but the point is

that by having a conceptual structure related to a user's concept we have

the germ of a consultation system on the concept of the legislation. It

is worth recapping here the observations made in section 2.7 above

- 85 -



-
concerning the need to establish the basic level of justification to

which a concept must be reduced, and that this level depends on the class

of users. The level of justification for periods is simple because it

rests on common world concepts, it will not be so simple for, eg rights

and obligations. Our system has no framework for making explicit the

notions of what the employer and. employee must do in order that the

legislation is a true model of real world events. It therefore has

nothing that by simple extension could answer the 'late notification'

query, and is totally unable to deal in any useful way with the example

2.

As a final point on our conceptual framework we note that even when we

are dealing with such comparatively simple things as time periods and

events the representation is quite complex. The nature of the law is to

always introduce exceptions to general rules; the system allows for this

in its representation of periods by including 'special conditions' that

can be applied after everything else. Even this however does not deal

with the rule that says that the end of a contract does not terminate a

period of entitlement if the contract was terminated solely or mainly to

avoid liability for SSP. To have accommodated this would require the

ability to attach whole clauses where we only had predicate names. To

introduce it as an afterthought would require SUbstantial reworking. We

note that this would be a traditional 'programming' rather than

'knowledge engineering' task. The modifiability of rules pertains only

to the direct expression of the legislation, and we have now established

just how much and how little that can do for us.
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4.5 SUMMARY

In summary therefore we observe:

(1) A useful consultation system on any large scale will have to make

explicit knowledge of four types: definitional, problem solving,

dialogue, and written structure. This knowledge is not made

explicit by the direct representation of the legislation in

logic.

(2) A conceptual structure is a sine Qua non for consultation on

definitions and anything beyond trivial problem solving.

(3) Problem solving may be separated into the application of low

level procedures to general definitions. The interfacing

procedures are naturally written in logic, but the low level ones

less so.

* • • •
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C HAP T E R V

CON C L U S ION S

This project started with the perception of a match between a technique,

logic for rule based systems, and the domain of legislation, and sought

to investigate how far the technique would go in helping to build a

knowledge based system of power and flexibility. The method was

practical, the representation of a new piece of legislation as a means of

gaining insight into the problems involved. The conclusions arise from

making a number of distinctions that are substantiated by a survey of the

literature and which help us to assign the correct role for logic in the

building of knowledge based systems.

The most important distinction is the one that we took as a framework for

the survey of knowledge representation: that an intelligent system must

be described at two levels, the knowledge level and the symbol level.

This enabled our study of logic for problem solving to make clear that we

must "not confuse power at the representational level with competence at

the knowledge level. The detailed analysis of MYCIN by Clancey further

demonstrated how only by analysing each competence we require of the

system can we make the necessary knowledge explicit; until we have made

it explicit we cannot represent it; and until we have represented it we

have not given that competence to our system, whatever the

representational formalism. Clancey's paper also demonstrated that our

epistemological studies might have implications for improving the domain
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independent deductive strategies we implement for our logic systems. We

would only gain benefit from such improvements in those domains where we

could provide the corresponding structural knowledge for the deductive

rules to act upon.

An interesting question left unresolved by the survey of knowledge

representation was the status of semantic nets and their interpreters as

specialised inference tools tailored to specific uses. It remains an

open question whether for an equivalent logic representation we can

always use the separation of an algorithm into logic and control to

optimise the control component adequately by automatic means. It seems

likely that the current state of the art is that it is a theoretical

possibility rather than one available to programmers. However, a

detailed study would appear to be a useful impetus to work in program

transformation.

Another area that it becomes apparent could be fruitfully studied from a

logic programming viewpoint was the use of frames seen as hypothesis

generation mechanisms and a notation for handling collections of clauses.

The frame notion when separated from its connection with semantic

networks appears to be more an expression of epistemological insight at

the knowledge level rather than an essential representational tool.

Our general conclusions on logic as a representational formalism are

therefore that its power has still not been fully explored in a number of

important areas, and that we should not let those explorations distract

us from our other task, the study of the knowledge level itself.
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Turning to the experience of building a system we found the lessons of

Clancey's study were just as relevant despite the seeming ease or

translating legislative rules into logic. rules. We found that in order

to build a system with any competence we had to be specific about the

competence required - was it to explain definitions, reason about cases,

hold sensible dialogues with a user, etc? With a clear purpose in mind

the logiC programming method proved to be powerful and easy to use in all

respects except the low level manipulation of data structures. we found

that even a simple problem solving system involved a knowledge

acquisition task, ie deriving some underlying real world concepts

pertaining to the tasks. We also noted that the easy modifiability of

the rules that represent the legislation would not carryover quite so

easily into our more powerful conceptual model. In other words there is

a good deal of programming as well as knowledge engineering in building a

knowledge based system in a complex domain. It was apparent that

extending a system to deal with all the law, instead of just the parts

displaying a high degree of structure over a few basic concepts, would

require conceptual models of far more detail than we have at present.

The TAXMANexample showed just how far one would expect to go away from

the original expression of the law in order to model the concepts

adequately. The written forin of the law, as a collection of cross

referencing statements, was also uncovered as requiring separate explicit

treatment in the future.

Our general conclusion from this study is therefore that the match

between the technique and the domain exists only at a surface level and

is perhaps inclined to deceive us into believing that in this domain the

epistemology of the knowledge level comes free with the knowledge - we

have demonstrated that that is not the case.
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d et a In ed_i II_ J t?Yd 1_c us.t od y_ d t_;Hi Y._ t ime_ on_L. el ev an t_ d at e (R) •

d J. !:;q 11a 1 t i.e o_ L y_1 ,? (J (, 1_ C Il~; too Y (Ii) .-.



sentenced_ to_i IlIpri~or,mt;lit_oIi_I:ell::~vant_da te (Ei) ,
net (sentence_i~_suspended) •

ddy_is_J._'::l1l.11ityiny_dciY :-

duy_is_yualifyiny_Jay :­
yualityin9_daY5_ilLE_uqreeJ_days_of_w€ek,!,
d a y_ i~_ayI e(~d_ u1'_() b I i9'! to r y_ a l]I e e d , gu a Li. t Y iliq_ d a y.

d d Y5_ l"oS_ d qn:: e d_ 0 r_ 0 1;1i 'j(l to 1.Y_ a q IE: E d_ Ii 11U1i t y i n9_ day : -:
W8t. I\._bGginn j III)_~~IIT1Jay_ and, c c nt ai IIi ny_ da y _in_ ~ ues t iOIl_i ncl udf":s_ a t_lea 5 t._ one_ag [(~ed_q IIa I i ty in <J_day ,,·,
day _ in_ <] UIO~St ic ll_ j S_ a I1_ d 9 r ,h)d_ q uaL i t Yi fj g_ day.

(ja y _ j t:; _ a cJ r e t:d _ 0 r _ 0 IJ] i CJd tor y_ q 1I;11.i 1.y.i. n lJ_ (1a y .:-
day _ i:_;_ 0 L.l i (J ct tel y _ q I]a 1i 1: Yi II '3_ d a Y_ tor _ WI::e k •

daj"_is_u_']llulityili9_ddY ._
day s _ 0 1_ W01- }; _ [ '" CJu .iL to: (1_ 0 t_,= InFley Cto_ a r '= _ a ':]1 e to d ,
•·,
d a Y_ i s_ a 'J r t:: CcI_ 0 r _ d ~.,f a u 1 t_d iiY_ 0 i_\.oJ 0 r K •

ctay_is_dgreed_or_dEfalllt_d~y_of_wc[k :-
\-/E 1=;J<.. _:_ L 1:::<j i 1111 i L Y_ sur, d d Y_ <1 L 11_ i, nC 111din y _dd Y _ i n_ quoS t i, 0 ll_ i nc III des _ at _1 eas t_0 ne_day _ 0 f_W0 r k ,,
• I
day _ i n_ g uo;-;t j G r1_i~:_i.J 11_ il (j I. .:d_ d ,I 'j_ o t_r t qui red _ W0 r k •

()a y _ i S_ d J. _ a '1L E.( d _ o r,_ t1e 1 h II 1. r _ U ,1Y__r : l ~!0 L K .-
d a v j), \iI.t:~"tjOI. -j~, i1 IJCri;lt ;:dd'r'.



ddy_is_a_yualilyiny_dal :-
IIOt (da y_ i n_ques ti cll_i s_a._da l_Oll_ Which_no_Alflployees_ex pected_ to_ vor k) •

day_is_excludEd :-
da y _is_i [I_ii r st_ thr {:l!_q ua Li f Yi nq_ da ys;
tl a y _ is_ pxc L II d E (1_ t: y_f! n tit 1~III.,:nt_1 i rn.i t :
da y_is_e x cLudedj t o r j r a i,Lu r e, t c_notify_s.ick nes s ,

dd.Y_is_l::xcluded_by_er;title!fl€:nt_lillli t :- 1'11.
Jay_is_GclUded_tor_failure_to_notify_sickness :­

day_rnay_Ld_excluded_tor_tailurE_to_notify_sickn~ss,
employer_has_2xercised_ri.':)ht_to_wit:hhold_payments_iu_I"espect_of_unnotiti€d_day.

day_rnay_le_axcludEd_foI"_failure_te_notify_sickne!::)s .:­
~et(notitication_cf_sickntss_qiven_for_day_ic_guestion) •

d 3 Y_ ma Y_ be_ exc lud E:d_ t CI"_ t Co].J 1I1'('_t c_ not if y_sick ness :-
Ilat i t iea t 1.01l_ 0 1._.:dc k11i:':':;~_q.i V(~[I_ fOI:_ d a y_ ill_ q u e s t i.o n ,
n Illll b t:r _ 0 t _ wai t i II9 _ day :3_1. ()r_ w h .i'c It_ not i r i ca t ion _Wa S _ 1,0 t_<}i v t:> h 'W) ,
r. um1JE: [_ °t_q II a 1i t y i n 9_ day s _ L ,:;t \Ji2 t~ll_ Wa i t ~ng_ day s_ a nd_ day _ i II_ 4 uest i 0 n_ for _ w hiGh_ noti fie a t i on_9i ven (N) ,

M is Nt1,
N -- M.

d d Y_ i:::; _ E:x C 1 u d P (J _ b Y_ f' 11t j tI (; mP " 1_ 1 j IIIi t
e n t i tl em e n t 1i 1I1j t ,L), ?n
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a ::.k d Ll e (d a y _ j s _ CIIE;_ C f _f ()Ur _ 0 r _ II:0 [f- _d ii y:.:; _ sic k II E S :.:;) •
dskable(und8L_medicdl_ca[~_in_Le~~ect_ct_dis€dSe_01_disablement).
a~;1\a tIE' (11as_ dOIlE!_n(.;_'WGl K_ Uud e [_ tlll':_ con t r a ct_ 0 f_s€["v ice_ °n_da y) •
il:.:;KdLl e (~td Led_II y _ d_ r e q i s re rod_lIlc u it:a1_ p:ac t i, t i on el"_ t hit t_h t~_s bou ld_11 ot_ Wor-k._f or_ day) •
askable(at_ccmmencerne&t_cf_day_oI_JuIinq_thB_day_b8_becdrne_incapdl)le_of_work_~pec~fic_to_ccntract_of_service).
i.ls ka ble (il as_ dCJrJi,,_uo_ v or k _ und I} L_ t. Jd~ _ COil t r ac t_ 0 t_serv iCE~_ °n_ d d Y_ eXCI? p t_ d II r i n9_d_sh i f t_ w hi ch_ en ds_ on_ t ha t_ d ay_hav

.H;kd bI e (per iod_ of_sic ke nES_'i n cl ud i nq_ da y _ in_ q ues t i on, be qa n) •
ils~able(start_of_rerioJ_sickness_~reat~r_than_tour_Jays_~nding_withj.n_prpvious_fourteeD_days).
il S ,; (j t1e {LElJ inn ill 9_ c t_ fil 0 !:,t__L (' CE111"_ con t r d C t ) •
aS k a L:1 f: (mG !:;jt_1 oC c n t_c c n t 1-act _ e r.d « d_ lw for: e_ d a Y_ i n_ que s t ion) •
a ~;Kit IJl e [c 0 Il t; l"ace _ Wd ~;_ t 1..' r mi n a t E:d_!:;j 0 ll~1 € Y_ () r _ ma in 1 y _ to_ a v o i d_li a c i 1. i tY_ f 0 I"_ S5 p) •
a ~;k ,1b 1p (c 0 Il T.r d C t_d Ih:'_ t 0 _ C'x fir t~_ C II _ 0 1 [ _ a f t e r _ d d Y_ i n_ que~S t ion) •
a s.k a 1;1 e (dtt d ill pd_l Cl_1 I;;'j ill _ cu s t o d y _ t -t WEt;II_1 c IE v dn t_ d a t 12_d nd_ d a y _1[1_:j u e s tion) •
ask ctb1 e (::;(:::1',t t-_; nce d_ t (l _ i fiIPr i son ill t; Iit_bt t •••E~~,11_r e Le va nt_d a t,€_ a II d_ day _ i [1_ q ups t ion) •
i'l S k a I; 1 e (s ~n ten c c_ i.s_ !3U S rE L d € d) •
a ssItd b IE:! ,p r e (J n d n t._ i n_ P r l:: c e dill ll_ ;J t;J v e n_ III0 nth s) •
dskahle(expected_w~Ek~of_confinefficnt_ccmmEnceroent).
us" d t) 1 e (i'r r;C l-:des _ d d Y_ in_ que!3t iG n) •
aukatle(ernploye~_is_ov~[_pensionat1e_aqE_on_rclevant_Gate).
askahlc(contract_for_day_in_1u~stion_wd!:;j_Gnte1ed_into_tor_d_specified_period_of_llot_more_than_three_mollths).
askable(cuLLeI1T_contratt_waS_fLec~ded_by_a_contrdct_with_sdme_employer_which_ceased_to_have_effect_flot_ffiore_th
IIr r (:_! II t _cell t Lac t_star t l~d) •
a Si\ a bl € (s P0C i ti ~d_ p€- r iod_ of_ CUJ~ r ent_ CO h t r ac v.,CIl_ da y_ in_ q ue s t ion) •
as ka bl e (J:iEriod_of_E.:!drlii:!r __contract).
askab1e(olle_ddy_in_57_preceding_rel~vdnt_date_forffied_part_ot_a_p~riod_ot_interruptioll_of_elliployment).
aSK dill€: (ddY _(I u r irly_ per 1.0<1_of _i II t err 11f; t iOll_ 0 f_ Employ n e n t_t Cl"_ whlch_em p10 yee_ WdS_ enti tLe d , to_a n_ i nva Li di ty _ OL_1l c

ask (11)1f., (d d Y _ r1U1."ill 'J_ iJ(::L 1o~i_ of _i n t e-[1' Ut f .ion_0 f_ em ploy ment_l Ol_ wll ich_ i~mpl 0y(~'e_WdS_1l ot_ en ti t1ed_ to_ an_in va 1i d it Y_ 0
1.0 r. _ but _ w hi c h_ was _ t It(!_1 d~t _d aY_ () t_ i n v d1 i d i t Y_ l- r:: ns ion _ tJ Ud1 i f y i Il 9_ Per i 0d) •
a.:.> k.) bI.c (0 nE_ da y_ in_ 5"1_ pr ec ed i il lJ_ re 1.3Vd n t_ dat a_ was_ da y_ of_,=11ti t Lement_ to_s Ic k ness_bene f i t_ 01_ wo uId_ha ve_been_i!
s_satisti.ed).
a s t.a J) 1t:: (o no_ t1a y_ i 11_ 5 -;_ I;U! C edin q _ r ".J J .-:va r t_J a t A_ va S _ i1a v_ ot _r:nt i t 1 ;_~In~'n t_t 0 _111a U:! r 1'.1. t Y_ allow anee) •
a~)k d V 1 E: (0 n_ I e 1€ v a 11t_ddU' _ ,Jmr 10 y to (I_ II ,1d_ d0n(;_ n0_W0r k_ Und f [_ COli t r dc t_0 i_ser vie EO) •
as I-..anLto (111_ ( ,t 1-1i o r _COil t r ,j ct_ c oa Si'd _ T.o_lla V€'_ e f f cc t_ n() t_Dll) ["(,_ t ha Il_l:!l. 9 h t_ \J i1f: K['';_bt~ f °re_ tilE!_con tr act_ va lid_ OIl_ eel ev

I
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HskilLle (ernploy~e_hDs_worked_on_~a~li6r_contract).
as kable (0 II_ to]. ovd [, t_ da u·_ tllC' u.!_was_ d_ S to Ppa <]p_ ot_ wor ~_d UIo'_ t:1..1_d_ t r ad f.'_ di, s pu tC!_a t_ the_em pl oyees_place_o f_~lU ploy III

d~kdLle(emrloYEe_prove~_at_no_tiw~_an_or_betcIe_LelEvant_ddte_did_he_have_direct_involvement_oI_interest_in_tl
) .
dukilble(llre4ndncy_turmiDated_1~to~~_djsgualifying_Feriorl_otherwise_thall_Dy_continement).
i.l~_;Ki111.1E: (qua Li, 1: YinCJ_da Y5_ U t_ wel-: i<._dre_ (:19 U~Ec!d_ ad y 5_0 t_ Wl-:E·k ) •
d~; k a bl ,: (IH' e k._ be q j_ nn i lllL S IInday _ a 11d_ COli t a i n i n g_ day _ i n_ q \I (!:.; t ion_ i nc III d ~~S _ d t_1 t:!a S t_0 n e_ a 9 r e e d _ q Ud 1 i f Yi n 9 _ d d Y)
i1~_;I. d b1 E' (d a y_ i n_ <j 11f'S tic n_ i, s _ a n_ a (J L".,;(! d_ I] II a 1.i t Y1.n q_ d d y) • "
askd~le(ddy_i~_obl~gatory_~uilllriln~_ddy_ior_w~ek).
askahl~ (days_of_wc[k_[0quired_Gf_emfl~y~e_dre_ayreGrl) •
ti !.j k d iJ1 f; (d a y _ i 11_q 11€~.;t 1.0 Il_ j !3_ a_ WEd II ~: :"0 a d Y) •
as k ahI t~ (d a y _ in_ q ues t i onj.i s_d_d u y_oll_ w h ich_ I10_ empLo y ees, d xpec ted_to_ wor k ) •
d~:; k a b10,: (d a Y_ is _ i n_1' Lr oSt_t 111\:' e_ lJ I) a li r y i n (l_ day s) •
a~-;k d L 3. to: (nCt 1 f i Ci~t i 0 n_c i_s j c k n€ s s_ <J ~ v e [I_ tor _ Jay _ i n_ ques tion) •
a::;}:it b1.e (nU IIIber_ 0 t_Wd i tin ~_ <1..1Y :3_ to 1."_ w It i C n_ net i fie a t ion _ Wd s_ no 't_gi vt:n) •
n:;ka lJ 1t (I, IJill tho 1 _ o f _ •[u a1 1.t Yi n (j _ dd 'is_ b r:: r WE':?n_ w d i tin 9_ day s_ t.i nJ_day _ i II_ ':IU," s t ion _ for _ w hie 11_ not ifie a t ion _qi ve n) •



APPENDIX B

SSP

A r r c l cq p r o.j r a n t o nicrt c.I thi, !.Jtatutory Sick Pay
It:-qi.:..;lat_iun

c,'t. Ofr
CI'/. I~ P s Iia L r (,

May '19bLi(,'

"

~ ~'.*~*.~4~'~.*~~**A~~~~~~~~*~~~~~+~~***~••**~.**.*~*•••~.t.
1:
II;/. 1h'" f 0 110 w j, nq s (.c t.i 0 n con t a i ns 9E'nE1 a 1 r: u1('S

not r es t r Lcr ed to Itdndlinq t Lne r.::>riodE.

~ *~*~**.~~~**.***~$*****~*****~***.******.**.***************
0,,c.

Hil r 10 ye .::.'_ 1S_ e r.t i t ].1.-':d_ t c_ ~.::.r (La}' ) : -
wit n i n_ S S f _ I: L: ri o d (oS~ P_ 1:t..; 1. i cd, ~ <.:I y) ,
r.c t (t~A(;luduj_1I:UIII_~;~:p_!-u:ioc.l (S~l'_I::pricd, Day».

t<,( CIII u e d _ f r 0 1lI_S~,1,_ Fc 1'i c d (S ~~P_ P1':1: i 0 d , Lay)
I<a 1.t, j 11 ~,_ d d Y (5 s r _ jJ e r i cd ,Ud y) •

t:·)(C}Uded_tll)l1I_SSP_F(-'[i.CJO (SSP_rtriod, Cdy) :-
[II d Y_ Le_ ~:XC 1.u d t: d __f Q I:_ t: d i 1u r t:. _ t C_ 110t i f Y (S S P_ ff.; r i cd, Du y) I

._;IIil; 1 0¥t. [ _ f-: XE1:C i:;i~ .::0 _1 i q II t _to _.wit b Ii old _ ray IIIt- nt_f GI_t ai .1u tE' _ to _ n0 t I f y (Da y) •

lHd Y_ L.:: _ .':;xc 1 ud eJ_ J 01',,_ t ,1 J, I U J <'- _ to _ I o r j r y (_ , r:ci Y ) ..:-
IiC 1:(Ii 0 r.i t i.C il t 1C 1.,_ <:.1,__~:.i C ;.:.I J t' :: !.:_ q i Ii;' il p:: a y) ) •



111 .•i Y_ t:<:; _ t~ Xc 1u d (; d _ to 1_ t cl i 1111: f:: _ t. 0_ nc ti [y (S sP_ ~er i cd,D a y) :­
may _ LH:!_ to-XC ill d t d _ t c r-._ III a 1 till <l_ d d Y (oS:':;P _ fer i 0 d , Diiy, VI).

1l1« y _ tJt' _ o x c 1 II U e d_ lor _ wa I t i r, (J _ d d Y (S S P _ J.lt-" r i c d , Day, \oj ) ; -

net (Waitin~l_dl1Y (~SP_ft:riod, Cay»,
willti.nq_day ('s':_;P_l:,"ricd, \'1),
n0 t (n0 t 1 f .iC (1t i0 Il_ 0 r_ ;j ick Ii l: s~,_ q1V t:" n (\oJ) ) ,
IIctitj_catj_()n_Cl_~:;icklH~:"-;S_(.:liv."n (Day),
not (first_llot.l.Iiciit.lun_slll::_l;Ollditicfls (Bay, W, SSP_pericd»,
nGt (::.,I.;c ()n d_ n (J t i1.i c a ". ion _ sill: _ c end i t i 0 n ~ (D." y, w, SSP _ P t.7 r i 0 d) ) •

fir oSt_1.0 t i r led t i 0 II_ !:; Uu_ co ndi tic Ii ~ (r: it y, vi, SS.P_ Fe I' i 0 d ) : -
c a r 1 i e r _ d a Y._ i. n_ F.::1: i0 d (V. 1, ~i, !:i::i r_ FE:r:i cd) ,
tr.ay_i:Je_(~xcllldtd_fci_Wi:lit:illy_diiY (SSP_~El'iod, Day, w1).

S,·CUlld_iiotifiCi1t.jco_sul;_conditioLs(Day, I~, SSf_pl::riod) o-

r:: iJ r I i e r _ day _ j_ Il_ P f 1 i G d (J: d Y1, I: it y, SSP _ !-E= r i c d) ,
IIld.y_bE~_":xcJud~fl_fC:l·_i.iditill(j_day (!.JSP_FEriod, nav t , W).

wditir'(j_day(5SP_rer:icd, w)..:­
J.Il_iirst_ttlr.,,,,_ddys_of_l·Eriod (SSF_pEricd, WI.

0'II

'X Application ci ]ul~~ tc case
0)/..,

w i r hi fl_ SSP _ P '2r i0 d (l SIT ], [J d Y) ° -

1,c Li 0 U_ i 11C1 u dill 'J _ Ii d Y Il S I '1' ], 1.:';s p_ F E:r i cd, Day).

Cll'lll"L_ddi_in_ptf i.o d (La y1, nay, F)
t i me _ 1 r dill;:' (P, S t.elf t, i~T, (1) ,
f; i~ 0 ilY - 1 ,
a <J y _ i [I_ P (: i i (I ,j_ L :1Ck w .:; r d ( fJ Il Y '1 ,

o_.
Stdl't, F.) ~

.i. II _ 1 i r :::;t _t ~I r t ';"_d a i' :_l_ o t _I' I:: r i (J d (h: I_' ; o d I L j Y)
,11.;P :: r.d ([ [.1, L': I Ii:] I _, i:'''-: j ].c d ) ,
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1n_I) cr i (J d ([ L t , [;), D3 ], nd Y) •

PLobli";w s o.l v i.n q ru l e t o determine sSP e n t i t l emen t
within a 91VCU ~~riod

b~;P_ d IIe_ i n_ per: i0d (:.:;t en t, r' i n 1:;:;n , ~i~ P_ 1-tor i 0d, SSP) • -
Pe r 1Cd_ wit. hi (i _ t i mf" _ t [ a m(' _ t c r ••a r d (SsP_ Fer i c d , s:::;P_ PE r i 0 d ,
s tar t , Fi (I ish) I

:::;!:iP _ S 11111_ tor _ r to r i ()c1 (~~.sP _ r to lie d , !J!:i P) •

~)!::;P_ S lJ ITi_ t a I _PH:i 0 d It s I 1: J, :'j S P ) • -
WELk 1 Y_ I a t ('_o t. _ :::;s r (5, I~f' '" K 1 Y_ L a t s ) ,
::;S Ii _ slim (l :..i I '1 ], Wf tck 1 Y_ r d t E:, S :.:;F) •

!_,;:; [J _ :::;U In ([ ), _, 0).

:.:,!, ~_ S U III ([ D d Y 11 J I Vi~: f, k 1 Y_ r '~-1t. t.' I ~i::iI) : _
d d i 1 Y_ rat c_ 0 r.,S~;P (r:; Cl y, w" ,:;k 1 Y_ rat to, S 1) ,
~ S f_S 1I In ('1, ~j t::: \;, k J Y_,r d t e , !:j ).) ,
s s P i~; ~~1 i-S 2 •

u­
/<

L
J\.

Ii o r n d .J _ w tl E }~J Y _ E: a r 11i r qs: (D il y, t. ) .: -
n (J 1111 ,:11_ w o (? k 1 Y_ e inui n ':lS _ L Y_ t v o_ Fay _ d ay s (D a y, t~);
nCflllal_I,J(:CKl y_",arnir.q!::_by_Clif'_faj'_Jay (Day, ~);
nClillal_wf;eklY_('dLIu,ll.y:::_ry_no_pay_day (Day, :r:).

r.o r fil U 1_ WEE K 1 Y_ ( a r fl i r, '-1s_ L Y_ two _ P ci Y_ day s (D a y, E ) "-
t ~0 _ j PIm(' J j at e 1 Y_ f- :>2 C ,;,.j i I,q _ F d Y_ d u Ys _ s "q:.d rat f d_ L Y_ it t_1.::a st_,~i 9 n t_Wf' e k s (D d y, r 1, P 2) ,
P] is F1+1,
ray _ r "0, 1 V( d _ 1 L_ r: t 'l i (;d (1 ~~, I ::, ray),
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C d lid n q :::;_ ca 1C 111 it t ('rl_ r 10 III_ two _ E·d Y_ day s ,J: 1, r 2 , Pay, l;;).

f:.·illli.Lnljs_calcllldted_tI.:clIl_two_Fay_tldYS (['I, ~?, l:'dY, F) ._
~ay_day_int(rvdls_arE_mul·ip1es_ct_ca1~ndar_llio~ths,
n to ill' es t_w ho I t:_ nIIHIbE' r_ c f _III C nt h s ,F 1, P 2, 11),
L 1 .s (Pd Y i- " 2) / (1'1. S2) •

C(ludliljs_cdlcu1aLed_tr:cfll_t...,0_Fdy_days(fl, L~, Pay, r:) :-
IIc t (F i:l 'i_ day _ i r,.1>::I: v ct 1 !o _ all _ IT,U1 t i I' 1 ~~5_ c t_Ca l er, d a r _ III0 1'1t Its) ,
€ X act _ Illl (I; b f~ r _c 1 _ W G: to;.k!:i (f'"" r:~, ~I),
t is PaY/~j.

(:,llliJ.l,q:..i_C,.t1;;u1at2u_tLCIIl_tW()_raY_lldY::5([:1, 1-.2, fay, I::) ._
nct (rdy_Jdy_int~lvdls_ar~_ruI11tiFles_Gt_cdl~~dal_lIIonths),
net (eXaCt_flull.tcI_ct_wE't-'k::: ([1, P:?, W»,
c is (Pay" 7) / (P:?'-i?1 + 1) •

[,0 I: 11,a 1_ w t.. EOk j Y_ ea r n1 r.q s_ b y_ on E _ Fay _ I]a y ([: ay, E) : _
Il 0 t (L W0_ i miiiE.did r d. Y_ Prde f- din g_ ._:d Y_ a d y s_ S c:: Pa 1-a r,td_ b Y_ a t._1 e a s t._ Po i (j h t_WE:e k s (D a y, P 1, P 2) ) ,
illlll,~diattlY_F€ct:'diIlY_ray_day (Day, P),
ri.=.'[iod_for_,"·hicil_~;aymc:nt_[,,:cF.·ivf.;d(P, Start, II!d),
pay_receiv~d_iL_rrricj(St~lt, End, Pay),
0dIllilll}s_culcuJateJ_tIGIIi_twe_ray_days (Start, l nd , p'lY, 1').

IhH IIIc.i 1_ w '': to k1Y_ ed r n i n ';I .:;_ h Y_ nG_ P il Y_ ,-H Y (L a y, .l:.) : _
IIOt: (iIllDH:~didtfly_~,r"cEClllllLfay_day (Cay, P»,
nc[rudl_wL~kly_e~[nln~~_calculJteJ_from_contract(E) •

11oLIII,i 1_ Wt: (:~.K1y_ t!u[ II1.n .J :S_ C it 1C III at cd _ t r CIII_C Cnt r aCt (1'.) : _
can T. r act ua1_ r C.llIlln'" r (1t i 0 II_ i s_W( ( k 1 Y_ entit 1 e111E:n t. (1';) •

II 0 r IIIa 1_ W8 c:k 1 Y_ Ea r n i n q;;;_ C ill C IJ1.:1t ~d _ t rein _C C n t [ act f E ) : _
con t r e c t lIo 1_[.:;mu lit: fa tion_is_1lI111 t i pJt:!_ acn t h_ent it 18f11~1n t eM, Sd 1a r y) ,
E 1..; ( S d 1 d 1 Y :t· 1 2 ) / (11 t. ~ ).) •

'II
/l



No r.m a L WPE-k.] Y e a r n i u q s - a p p l i ca t i on to c a s ex
C/.<

t~o_i~w~didtely_p~QC8Jlng_~dy_ddy3_s~pardtEd_ty_at_lea~t_eiybt_wGeks(Ddy, Pl, P2)
~t [ i 0 d _ Wi in i n_ tl IIIC,_ t r d Iii ': _ Ld C k \oJ a r d (( P:2 ], pay _ day, 0 , nay),
I.,
PJ is [2-1,
pErloJ_w.itbin_tlllll,,_fraDle_tdck-'wald ({ P1], pay_day, 0, PJ),
<j d P_ L t tWt, t: Il_ I;':; [ 1.C d ~ ([ t) 1 J, l P2 ], G •.1 [.) ,

Gar )= ~5,
!.

p,t¥_[CCC·iVi;;d_ir,_rf-:licd(·Pl, 1'" Pay) '-
d11_1; l: ri.0 d s_ w iuti r._ t i IIIe_ t Lilli ~:_ I crwar d If d Y_ day 5, day _ 0 f _pay illl':nt, ['1, P2) ,
S 11m_ f; a Y_ r e Cc i v HI (i i.IY_ d d Y e , Fay).

S lllll_ F d Y_ r ,:::Ce' i v « d ([ J I O l •

S11I1i_p.j Y_ J:!;,C.~i v Ed (f D it Y I '1: ), l' a y) : -
l-' d Y_ I. i ;:;t..0 I 'i ([; d Y, st , _, _),
slim _ P a Y_ 1 f:C '" i v to'd (1, ~ ;~) ,
Pay is S1+~i;;:.

II e :d :..e ~;t_who1t _nu mb~ r _ o 1_ m0 r.t. !J s (P1, P2, M) • -
LJaF_bttw~~cll_p,"r'iod::: ([ r i j, [P2], G),
~I Is ({;+15)/.30.

(-; )(.; C 1:_ II U iii b' 1:_ 0 i_w e('kF (1:1, p;~, I,! ) • -
<J d P_ L to t \¥t:: C ll_ tJ '- i. j ()d::; ([ F 1 .1, l P / ] I G),
() j s (.j iii0d 7,
W i;5 (G+1)/7.

JilllI"diat(ly_p't,Cl;diIIQ_li"y_day (Ira y , 1:') ._
l-i~r:i(ld_witlljn_tilr.t:_fL(i1l12_l.uc};wa[d u ri. pay_day, 0, Day).

I ' .: L l' )(1_ tor _ w j d. C Ii _ F c. Y [I;';:':; t _ :.;.c ..1 v ..• :; (!:d y _ (hl Y I ~itar t , 1.r. d )
L' (j y_ 1.i s tor y (P Cl l' _ d r': y, _, :'i tit r 1, f 1. .1) •

.-.

I



w<-',d'.lY_Iatt:_(Jf_~;[,p (fd'j, ~) :-
nC 1 III d 1_ WE-(; k 1 Y_ C ar Iii n 'joS ([J a Y I l~),
Wt: ,,:k I y_ r d"r t:, _ t G [_ H.I r n ill q!;: (F, w).

;'1\.:,:~~.1 Y_ r IJ t €_ 1:a r _ c.a [ II i IllJ ~=(1; I' !.j)
F i s floor: (i~l) I

f < II·:;.

.-.

Wf),cklY..::[iit",_fOI_tiiI.lI.1 n q e (1-, 31)
f is. t 10c t: (I i" '1) ,
F >~ 1.5,
f < ..o.

I} v. '. :< 1 y _ [" a t oS_ t (J 1"_ f:- all, i J, q~:( ~I 37)
f 1:'; iloOI:(l:tl),
F )= hOe

L A 11 Y lUl."!' l~ 1 0 F ~isP

dtll.ly_[dtE_(Jf_Bsp(D~y, 5) o-

wee U. y_ r ii t. (._ ()f _:.:.i~;F (I: (]y, W),
nur.d.j~r_or_'jll.l1ityjn')_c](ty:::_ill_Wf:-0k (D1Y, Q),
;3 is Vi/C).

d,d.ly_r:(lu:_of_;:;sp (LJay, 1~(pldY_Latt, oS) :-
IIum 1;.0r _ 0 t_q 11d 1 i r y illy _ d d Y !;_1n_ w e c:k (C it y, Q),
S is Wf0kly_r:dtc/C.

"



;.ppJicaticll

l'llllib:~r_cf_qu.]lityinq_ddys_ilj_w!:!ek (Lu y , Q) !­
peLiod_i"cludiny_day(A~sk, wc~k, VdY),
t i IIId_ r r dmr (W I>~k , oS 11n, Sat),
dll_pericds_\IIitldll_tiUlt:.,_frame_tO[·WilId (Q_daY:2, qu a Lit y i.n qj d a y , Sun, Sat),
nUlIIbtL_ot_ddy,-,_j fi_Fcriod (;_LJdYS, Q).
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'i'he ro.Ll ovi nq :'-;l::ction c ons is t s ent i r eLy of tu l es that
drE us~d to d~fjnG pcriod~ thdt may tten be handled
in d unitorm way.

~
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PEE r cn r o r, wI! 1 C II ~i:~P IS D lr':

[:(\r 1<)-1_ t Y ['" (::.~S fJ_ P,~L'i 0u , l1 Eli v ed) •
}J 1.=1:i 0 d_ de r i vd t i 0 II S (s~: P_ p(. r ) 0 d, [f i I~, ,? n tit 1e me n t; ]) •
F ,0: r i 0d_ !:.; ~ ': c i a1_ cell d i tic n (s S I'_ I·JO, 1 i c d , ::3:::[ _ cell d) •

:':iSF_cond u i. l J).
!:-:;::'F_conli (P_cond, P) :­

yllalirying_days_in_Fcriod (i.;_!]ual, P),
sf::fJ_l?xcludfcu_ddYs ([o_cQild, c_yudl).

'1\1.IIJ..£yin<J_ddys_in_pc:lo,l(l-'_gUdl, f) :-
t i.ure j r r a me (P, s t e r t , £11(1),
a I 1_ ~e r j 0 d !:'_ 'rIi t h i n_ t i IUt" _ r 1 d In l'" _ t 0 1 I••a r d (Q, q ua Li f YLn 'L day, St;d r t, End),
i u c e r s e c t t o n (f, !,,;, P_IIU(1).

s~p_~xcluded_days(P_0Xcl, ~~P_pcrjcJ) :-
s xd (r_:. _ E Xc. 1, L) , S S F_ r t'l i u d , ~)S F_ r ~?ria d) .•

!:Ox,j (F, P, [J, _).

s x.l (P_('?xcl, t a r t , [Fil..:..it I j,,'st:], SSI'_pn:icd)
.2)( C 1.ud o:OI1_r L C III_ ;.;f; r_10( r i c d (~:~jp_ PE r i 0 d , FIr s t j ,
I.,
;:;x (j (F_ l~ X c 1, l' <l 1 t I ~o ., ::: 1:, ~; ~ f: _ f Cor i o d) •



!:) X ,1 (P _ t" X C 1, Pa r r. , [1:' j 1 S t I I; f;.s t J, ':'i S l:-_ P to: r i 0 d )
a FI) '" IId (P ail. , (F i I ;;:t, ], f:),
s x d (P_ E x c 1 , 1', I~E' f:: t, ;:)S i.'_ r.;c r i cd) •

._.

'X
u
I, l~iLK

[l(!1"i 0 d_ typo (Ioi e e k , r r d millq) .'
r i-' r j oU_ d €: till i t i 0 II (w C(> k , .:::;u nd C:l y) •
I·o I. j 0 d_ 1E. ny t h (w 1-::£, k , 7).

C' TAX Yt::JI.t:
r.

"
~;i.!Ll0d_tyt.:( (tax_yc,lr, r r e u i.r.q i ,
F ':;rI 0 d_ d t: r i n i t i 0 n (t a x _ y E:u r , a [T i 1_ r 0 UI t h) •
r t~[ i o d _ 12 n q t h (t a x_ YC· a r , j 6 5) •

~t ,n.::.S Il ill Cd n: t d: '.' J; C~, d t:: r i r. i, tic Lie t d ate 5 i 5 t h d t t II '::: fir s t d Ct Y
I( c t d Ca Le nd~;[ y hi r i s 1 d nd a1] f [ C1.1em dd t 8 s: a r E 1a t to' L •

2..[~l.ll_tollrth(Oay) ._
94 is Day mod .~b5.

SICKNESS

v·:, ri 0d _ t y [>:: (s i c k r. t'! s .s, p' i ad.t i vc _ cell d i ti en) •
f, ..:d:ioll_dcllnition (s i c kr.cr s , ddY_Ol_sicknl::ss) •

. /
"



II'
/~. P:t: II l C II L)F' ItJ C Ii U, C I TY t· 0 Ii ViC 11K ( P I W)

p?ricd_t.Yrt (pilol, Li n k e d j ,
pe?rjcd_sut_l:l~riod_lla(llt:: (p i v , Sllb_l-iw).
P :::r i 0 II _ 1 i ii k <l y'] (p i w, 1:1).

p,Liod_tYF0 (sub_ri..,l, d e r iv e d j ,
l't'; r i 0 d _ d c r i Vat ion oS (!:iUt_pi w, l s i.c x n{.;s s J) •
F",[jcd_ITiin_l.::nqtll (.sut_fiw, ,4).

~. to, E H I GD U fo' l~N T I :j_ i. r~1"]i~N 'l

U:
I,

~:

p,'riod_tYi=e (e n t i.t Le.mc n t , df:J."i.vEJ).
pf:?I.io(]_I:l€[ivdtions (c nr i.t.Le nc u t , (r;.LI., entitling_contract]).
Ik 1:i 0 d_(' x c 1UoSic r, s (-= Ii t. i t 1E:II!~,Ii t , [I· 1 ,,:'J _ di s q 1] a1, 1to!<.J a 1_ells t 0d\'.]) •
IJt~ 1 1(HJ_ r i r .s 't_da Y _ COIl d i t io ns (,0: nt 1 tIv fi1 C 1 j t ,

[ l: <:.10 w _ pc nsic IIcJ t: 1 C_ <ll] F ,
COl. t r a c t , OVe r_lIli L .i n.u 1II_1.=: Ii ~lt h,
IIcrilld1_weekIy_~drnings_dtovd_lcw2L_lilit,
no_ pP.IISiOIl_da y _1 n_1.n te r I, Ur t i, o n_ot_Em plo ymen t_i 11_ pr ece o i nCJ_57_ da y s,
nc_.sickne.s.s_LcnGii~_(ntit1~m(nt_jn_!=[ecedinq_57_dHysr
n C_ 10(t t '"L n i t Y_ d 1low ii. Ii C ,;;_ t'-: 1]tit. 1~.mc: n t_i n _ (-r C! C t:- din 'l_ 5 7_ day .s ,
we [ k _ dell t_UII d to :..:_ COli t r act,
Ii at: _ J 1::;9 11c) 1 i 1: j ,J d_ t,Y_ t r ;-1d f _ d is f:ll t E ,
t e low _ 111 itX i III II lil_ t il X_ Ye d 1_ P n tit 1 f~m8 nt.,
n0 t_W1. t h i n_ p r ,_Y nd n c Y _ J j ::;q U ii1 i f Y i II 9_ F <: r i 0 d J) •

t e L c: w _ F t: II :::j_ U ila L L t._ d ~JE ([..) • -
dgl:: (Ddte, f·(V) ,
l, i :.:;A IJt: + ( [l - 1: ,; 7. ":) / 3 0 ~ ,

A < I)~).



t·; ,.: y ." 1 c : 2 b -,9 e 4 s s r :2 I'i) q t, 4

11(J Llh ~l 1 _ W i~ (: k 1.Y_ to en n 1 nY S_ d Ii 0 v c _ ] C Wf- 1_ 1.i mi t (D d Y )
flGrlUiil_wef:;klY_Cdlnir:ys (DdY, E),
E > 2Y.

n o_la-'11 s i O[l_ d (i y_i B_ir. tc ri 11p t i on_ at_I" n; F1 cy me 11t_in_prtcedin y_ 5., _d ay s (Day) :­
Layl is r~y - 57,
rcriod_wit.llin_d.lIit:_t raU!C_ildd;ward ([], s t a t e j be ne f f t , Iiuy l , Day).

Il 1.)_ ~.ii C 1<.f! 0 S s _ 11t:.' "It:':tit _f; n tit 1~::mt~n t _ill _ P r i:: Ce d i •t SJ_ 5 7 _ day s (D a y ) : -
Layl ib Uay - 57,
p;~1 i (Jd_wit !J j Il_ till; (.;_1 r a IIIe_ L il G k Wd I It ([ ], ~ ta t s_ be rH~tit, [l (i Y1, Day).

II U _ IIId t er,11i t Y_ a 11 o Wu II c·,;_ ." n t. j t Le IIIf_ n t_ i r:_ pr. t:~c t7 din y _ 5 7_ o it y:::; (1; a y ) : -
Uay1 ib Day _ 57,
IJ E r ~0 d _ W1 t h i 11_ t i. III(" _1 L d [It ~._ t d G k Ioid ;: d ([ ], s tat e_ IIt-: Il Ii':i it, Day1, Dd y) •

11()t_wit!dn_pl'H.JIH1Ecy_Ji.::;qll'llityillq_Fl:"ricd (Day) :-
p e ra o dj iu c Iu di nqj d.s y ([], frE:q_di~l:]udl, Day).

l,.
(,

/­
t.:
/.

pil.iod_tYFi': (d[lt.itljfl~I_C()ntl.act, Ltn k e d} ,
I'(:j .i 0(1_ ~ u L_ 11E:r,io d_Ii a illo::' ( .•:. I. tit. 1i "(_;j _ C\1Ilt r iic t, sui;_en t. i t.1 in 'J _ co nt r act) •
I;CI10d_lillk(l~C (t~llt.itlillq_colltrc:ct, :)l;).
PI: 1. i (J (1_ III i. II_ J t: It 9 t h (t. r,1. i t J i n Il_ C o 111T 2 C t I 9 -') •

:"'UTI']'l.ltlG C(ltJl.L/lCf~

1-(c 1. j 0 tl_ t Y r e (!:;; U lJ _ to: n L :i t 111Jq _ c:n l j t I iiC tiP r i IIIi t i ve_ evfHI t) •
PC'l iod_J2fiiii ti 011(sUL_ c n t i t.Li li'l_ccIltrdct, c o n t r a c t j po r iDd) •

~:.'
/1

0'J.

P I.~r ] 0 rj_ 't YFt: (I I' f. lJ_ d j : 'i Ij ".1, d c. r. 1 " I.• '1) •

I



[.~II Y 11 1 b : L t-l '1 9 H4 S!'.i F:; Pd Ijo ci

H~l iod_ der i va t i.o r,s (p:ey_ d .i sq 11<11, lt Xp e c t ed_co nti ncm«n t_ a~;_de f inf,d_1l y_Ac t, ]) •
P('ljo~_~peci~1_conJitlOn(rrpq_di~4ua], rr~ynilncy_dis4ualitication).

I I.' 1 ) C J_ t y P e ((2 X FE: C t. 1:.' d _ c c r.r i rJ:: ill d' t_a oS_ d tof .i n E d _ t: Y_ Act, e v ..::II t) •
fdcl.' i 0 <1_ de f i Ii i t i (J n (i_: x Pt c.t e d_ c()n t i. II ..; 111'"II t_d ::;_ u e tin 8 d_l) Y_ Act, EoX P'"c t.e d_ con fin e fit e n t) •

pr E:'q na n C Y_ d i :.1ij II i] 1 i tic a tic r; ([ ], [ ]) • - t ,

P·c.:IJTlancy_di:;;'jualifJcct.ior.(P_disqUi.d., Ie 1_ J) "_
Stdrt is C - 77,
End is C t Lltl,
c c n oSrr 11C t _ l~P I. 1 C ;j_t r ()m_ 1 i Uii t s (F _ d i S Cj II a], S t i:I r r, , E:n Ii) •

"I

"'il
,J,

" Fer. t It e [J Ill: I'o!~to' S 0 i t h i.ss r j 1 c t l) r 0 j"~c t t h(; Vd r i 0 II.s o€ n -2tit s
(F(;II sic n, iiia t t 1 n i t. y, l-ji c k n I:; S !:' ) t hd tea n 1-e n:o v c e ntit 1(::m€Ii t
to SSP und~r Sch0dlllc 1 and lllrnp~d t0geth~r under thE:
Jet III i t i. 0 11 " S L.a t ,,- Lc ne fit"

pLI io()_tYFe (stdtt:_1JIl~1 i r, ,;liwi rive_f.'vent).
p,;.r- j_ 0 d _ J to till it i 0)1 (oSt Ii It'_' _ bt~ JJO: tit, !OJt it t.c _ b i? n E, tit) •

.,r ,
(I'
I

P'" I:1 0 d_ t y Pe (1 € 9 a 1_c u ::;t 0 d y, P1 i u,i t i v t~ _ t: VEn t) •
l,~..:'[jcd_dt2ti.ll.itiOIi (leqdl_cllstcJy, le'JdJ_custody).

"iL.
r,
/-

~"
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lId Y 1 1 1 6 = 2 ~j 1 9 d 4 s: ~ J_.: L Pdq f::' 6

F'riod_t.YJ-e (q uaLi.f y i nq,....day, ':;'Vfnt).
j>d iod_(ieflllitioli (YUdll.fyinlJ_day, qu a Li f y i nqj d a y l ,

':i IJd Li r Y .i. n ':l_ II ,i Y (D) = -
4Udli[yiny_d~y~_arG_aqr~~d,
dtJlt~t.!d_qualiryiliq_ditY (f) 0

q 11 '11 j !Y i !I(l_ C1d Y (D) 0 -

lj Uii 1 j 1 Yi II 9_ day s _ •.•r (~__J ,2 t c r mi j' e Li _ b Y_ r e IJ U 1a tic r, S ,

111laliryiIHI_da¥_llf__UcY1l1dtl.CII:3 (L).

1)11d J .i 1:Y i IIll_ (1i1Y S _ il r c _ (IE:c.o r ad II':;d_ i: y _ r (; IJ II1d t i G n s : -
net (q II a 1 it Yi r lj_ d d Ys_ a [ , _ a I]r e s d) •

IJ II ,d. i I 'Ii I)(J_ d <:1y _ by_L E <) " J d r 1.0 n s (fi) •....
can t L i1Ct II it 1_ Wc ik i Ii q _ d d P-' _ d L·~:_ a 9 L·(.::8 d ,
CLlrJtractlJdl_woLJ,irll]_d,iY (e).

~j II .iI i r y i. TI'L, Jay _1:;y _ r!':y II 1d Li.0 iLj (i)) ; --
con t LaC t II id _ \oJ 0 I };i I"!q _ day S_ d 1 t:_ a oJ r F t: d ,
WG t: k_ in c 111d i illJ _ d d Y_ COIl t, i.:t i.u s _ nC_ a 9 r e Ii_' d__con t r a c t II,:11_ W0 r ki r, g_ day s [D] ,
o i;1 i y a t (Jl y_ <] I]d Li.I Y j_ n (J_ d a y_ 0 t _WE 0:: k (C) •

'1ILdiJyirl!J_Jay_I.;Y_1.<"ljuL.>tioliS (G) o-

not. icon t. r act u .:.1_ war I: i Ii()_J il Ys ....a1t; _ a q["ee d) ,
a ct u a 1_ WGr x i I"~_ d a l' S_ d 1i:. _ d q r .: (, d ,
il C t u a 1_ W(J I. k i I.II}.;... J ;1y (L') •

(J II d 11. r Y i II ~l_ d .,J Y_ }J Y __L t: 'J II 1.1t j o ns (li) : -
n C t (c 0 n t r iJC t, U i::l 1_ w c [ K 111 fJ _ d d y~)_ a 1. f _ il g 1..( € d) ,
u c r. u d 1_ W0 r J\i Ihj_ d d Y ;3_ are _ a q t, ""e d ,
Wt e k_ i he 1 II dill '1_ d u Y_ cell r; a i n c d_ n C_ W0 r k i (l 9_ d a y s _ to r_ C III I?lay \; e ([j) ,
weJIIC".sday (t) 0

(j II.iI .i f Yi n 'L J J Y_1: y _ t. Clj U1 .:~t j o r;~: (r)



not (coIltr-actui:ll_I-IC1.kl I1tj_ddy:;_are_dl:!r:EEd),
net (iictuul_wcrklr.q_(lilYS_du,_dyrt'cd),
Hot (dd¥_(Jn_w!lich_[IO_CIlIFlcy(;,;:;,s_rc<jllir:ed_to_wor-k (D».

(jlJ d 1 it y j_ n '1_ d d Y_ tl ¥ _ U2 \}II I at i Cn S (L) • -
[to t (con t L act ua 1_ well< ili~l_ d (1Y~_i1 r E_ a q r Ced) ,
r.o t (actllid_wCLt;] liq_dJys_ar",_aqr~c:d),
(Ll y_ 0 n_ w l. i c:It_ j IC_ C "I r 1 c y c t.: ~--;_ r e '1U j red _ t c_ W0 r 1\ (D) ,
W h. K_ i. II cl u di niL du y_ c c nr II in:i_ n C_lia y S_ of_Lelj u i, I eu_ w or k_ r c r _ ull_ P.Rl p Lo y e e s (D) •

~H.·I.Ii._ i nc 1 ud i [I g _d d Y_ c en t iii n ~.;_ Ii o_ day oS_ 0 t _I Pqui r ed_ W0 r k_ for _ c111_ c Inploy e i':S (C a}') ;­
() E r j ()d_ i n c 1 IHi i n~_ day (~l I?, ~, k , w I. e k , Day) ,
y:; n t; r a1_ Iio t ~,_d d i':;_ i ll_ ~IC E k (ri e f k , !oJ0 r k_ day s) •

rldy_ol1_whicll_flo_8mplcy.:;,,:~;_[~~qllin.d_to_,"orl< (Day) :-
1-£ r i 0 d_lll C 1.11din ':l_ d i:.l Ji ph; t' k, WHd< ( nay),
genc::ril1_1.Iork_d.:ly:-._jn_wt;c:k (Ih:~k, W(l['k_day~;),
in_FEriod (lvorK_d.iYs, (jay).

e:
,I

';
I'
'J~
j.,

r'
I',~,
"",to'

I tis IH':'ce S b •.H Y t 0 d eh Cl£, ~3to, P d 1 at 21 y • pay _ Jay ~;' •.ill did ay sot
pay IIIt: II to. '1'h L t wet E: 1111S d r. to u~-t d d i s t 1 r,c t1Y , t h Ii: for mer a 1b
usetl to deti~e a I~riod OV~l which earnings are to be calculated,
t hf 1a t f! 1 t o uc t ~r IIii Ii e E'a r ni n~I;: wit hi nth E p t, r i0 d•

;11",

j';:'r iO\l_typ:. (!:,clY_day, t.:Vl-:!Jt).

j ••: L i 0 d _ li. ,:; till 1, t i ()II ((J <i Y_ IId y, IJ (j y _ d u i ) •



8 mP1oy e".,_11a s _ ide L tit i a L 117_ n c tin i:ll_ ray _ day s ,
nculI._jl_.(Jay_day (D),
d d Y_ 0 r _ P d Y it (.n t (;.)•

r'l~L.jay (D) ;-
II 0 t (G Iii r10 Yj. v- _ IId S_ j dell tit 1. d r. 1.::_ nor IIId 1_ fay _ day !oj) ,

day_of_paYIlIE:nt (n.
(J 0;, L i 0 d_ t 'i f S (d a y_ c 1_ pay IIi~ II t, t: VCn t) •
l' t.'l i ()d _ d (; f .i I.i t ion (d a Y_ o t_Pc!.yOiCIn, d it Y_ c t_~a y me n t) •

daY_Cll_paym.:nt (D) .:-
1:1ay _ hi:;; t D I i (D I S II Iii_ t E C -:' .i. v U1, S t d L t_f d Y_ P t: r i 0 d , End _ pay _ I-e r i 0 d) •
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'lilt:' r olLo w i nq sec ti c n COJ.t;Jir:~ procedures that tab'
a P l-! r 10U JEo:t i 1Ij,. t j en all d us ~ it to f i D d all i I! oSt a IICi::! 0 f
t n d t P (. r i 0 d S1IL il' Gt t C f;0 lliLee n s t r a i n t e • q , t It a t j t

ui u s t .i.r.c Lud e rl s pc c ir ic day, 01 h e witbin a s pe c ifi c

tillll! fLdlliE.

n,,I.
~
a,".
i~',.

a./.

~ s ea r ch 101 a l;t:r~cJ of ~Jt::n";I{d d~finition au r r cu ndt nq d Jay

F't:lioc1_l.ncluoinlJ_day (r, PFlicd_l'1dllk, Lay) :­
Pi d ([ 1, P(: 1. j c d_ r.dme, C.:l ~) ,
t Lr S t_day _ c en J i t i 0 I: S _ f' i u (i' _ f d, P1, PE 1:i 0 d_ll amE-) ,

~xcluaFd_fid(P_excl, f_fct, PElied_name),
vil11d_1cIl9th_ficj (l:-'_lCI" 1'_,,)(c1, fer:icd_namt:),
S t= t-!cia 1_ con d 1 t ion:.:;_ Pi d ([', r_1 t: Ii , h! r i c d_ IIa nH:') •

I,
/:

~; A Li.n k e d r~Licd l~; 1,rOYc:"rl d o v n .i.llto its c o n s t itu e r.r pa r r.s first
~,
pi,l (F, Pr.rior1_I:amc, r.iY) :-

l:'Ei.~od_typt:; (FeI ';"CO_lidlO€, Li n k e d} ;
~ t.:T i cd _ S 11h_ Ide:1.j 0 d_ J'i ~'l lilt-: (r e I j 0 d_ II (J DIE', S lib _ n a m€-.) ,
~ E r j 0 d _lUl J\ d '.It: (i' t r 1 {JJ_ IIu mt: I G (.i 1·) ,
JJ~[.lod_incJlldjljq_d<.lY (Pdl.t, SuL_llamE, Day),
I.,
1 i Il k.(:I.I_ po I i 0 d (E; d r r , ;; Il t:_ II(! l!i':, G ,:11-, P),
!.

"

"



B0 u n d dry c 0 11d i tic L f 0 I' () oS :3t: Int 1i n 9 n 1111 P d r t

1i 11k ed_ f· €. r 1 Cd ([ J, _ , _ ,L J) : _ t ,

OJ
Jl As~~wbl~ tull peried flom thG forward and backward link~d

e u n [.a r t s
X

1 ill k l; II _ Pe r i 0 d [P a r:t, t' f~[ .i cd _ n a 111E, G'" E:, l' u 11) '-
1i u k (:Q_ tor. wa.r:J_ pe I i od (f 0 r I<i .i r d , [' art, Fe Li 0 d_ n<1111"'" (~ap, _, _),
1i it i< t: u_ ba c h~ (j [(J _1' E r i c J (F u 11, fer war d , f(:, r i c d_ n dmc , Gap, .:» _).

jjr.!,c:J_LOrWdUl_peIlC,i(r, r'.!ll), r'Lricd_J'lJU1'::, Gap, .:» _),·,
CIJd_list ([ QI T], F:nd),
Search_start is rndt2,
S E.d r C II_ e n (1 i::, r nd t (;d P t 1 ,
linked_toIwdr:u_p('Licd (P, [J, P(;[jod_name, Gap, SEilLcb_stdrt, SEiiLch_end),
<1[;P '"nd ([ ~ 11' ] , i.. F).'

.1i;d~(;d_fo[w.:trd_pf2rjod (i', F, flu icd_lidllf.c, GaF, S':!?Hch_start, s e a rc hje ndj
S f~ arc 11_ s t a.L t > !:; ea r c h_, ~i H d ,,·.

.l}lih:~d_tcrw,,\I.d_p('ricd (P, I ], PcrioJ_nawc, t;ar, S.::arch_stciI't, S.::arcIl_end) .­.,·,
p",riod_lnclnuir,()_di1Y (L, fi::i icd_namE, SEdrcl._!.;;tort),
S is SEdrch_start~1,
l.inKcd_fcrwaId_l;(~riod (lJ, h, F(r.iod_nuGlE, liap, s , SEdLcll_'::nd).

]i 11k '" tl_ t) d C k w a r d_ fh' 1 J 0 d ([', L Still t IQ ], P c 1i c d_ na ene, Gap, _, _ ),·,
SEai.'eh_stalT. i.:: !31:alt-(;np--I,
S ,;:<.11:c h_ ':"II (j .i s :)t d r t - 'I ,
lj,nk,:~d_thICk~ldlG_r"'l.j(;;j(i" I], l-C'LIOd_l1dIl1C, Gal:" ~)0arcll_::;tr1!·t, :it,dl'cu_,,;lid),



a p p e n d j s , [~t.dI'[ll;), Pl.

link.2.d_backwdl't1_PC:Tiod (1', P, h:'ricll_name, Ga p , SE:arch_st.art I S2arch_end)
SEarch s t a r t > Si::i:lrc:h_t~lid,
! •

~-.

J.ir:k,::d_l;dCKWdrd_FericJ (I', [ J, Ft';l'i()(l_Ilillllf:, GdF, .sc'ulch_stcHt., Sei1rch_~nd) .:-
1·,
pe r i o dj i nc LudLn.j ..ua y p, P(;riod_Ildme, SE:arch_,,~nd),
S .i s scarc 11_ t nj _1, •
1.i Il k t; d_ LdCkWi11:j _f'" r i cd ( r, L, r .::.r i 0d_ IIa me , Gap I Sea r c h_ Stel r t , s).

'j;
C/.

" P .~1. .i 0 (j t y FE.' " r L i.l nil nq" .i nc 1 udin g P a r tic u 1.a r d i:1Y
,;,
It

I 1o (P, PEr i 0 0_ l~a IiiE I D d Y ) : _
p s ri odj t.y pc (i'Clicu_TICllll(, f r a mi nq) I

I·,
l:-<2riod_dt::tir,it.iol, (I'('liuu_fld[lif, Dtf),
d d Y_ j n _ p to'r i 0 d _ t d Ck •••a l d (L, 0, r:,a y) ,
PIt-'ll = •• (Lff,L],
call (.Pn~·d),
I
• I

~lcund thE fil~t day
Ftor.ioJ_ll::I'lJih (I':·l.jecl_Il']III(, L),
cell s t rue t _p_ L 1Cd_ k I, Cw n_ 1 t:' riq t h (F, Day, l).

!:'ter i 0a t y 1 <~ "r 11IIi.1l i Vt.!_ CC nIIi. t i o n" 1nc 1udin q d a.y
,,'
i.
ljd (1·, Feliod_flaW", Day) "_

P e r 1(jd _ t Ype (r ( ri Cd _ n d n;'" I I r i [f: i t i v €_ cell d i tic 11) ,
1.,
1.er:ioQ_dt?iirit)or, (P'criod_ll(lmt:, [I(t),
1 i d _l: 1i m (f', L't: 1, I··<i Y) •



F.i-i_pl'im ([], Vet, Iia y ) '-
Co nd i t ao n = •• LUEt,LdY],
IJ0 t (c a 11 (Co r: d1 tic r.) ) ,
f.. ?r 'I 11e d d Y in ljuest ion Jj 0 t i I: P ~ r i°d

I id_pllill (f', Der , Dc,y) ,
d a y_ b a c kwar r] (L ", Lay),
c o ndi t i.un l = •• fD,,:t, Dl],
not (c a 11 (Cend i tic L 1.) ) ,
!, % Found edrli~r limit
diJy_tcl"war.:i ([2, [iLlY),
Cond i t ao n Z = •• [[p1, 1J2],
net (cull (Cundition:>'»,
!, '){Found La to r limit
s t d r t; i s D', t 1 ,
Finish is r.l.-1,
Start =< Fill.1sh,
con:..;Truct_pccjc<1_trom_limit::i (F, s t a r t , fini!.,;jl).

~
'!' Per i0 J t y (0 ~ II I' t i mi t i Vi:;_ E Vt' r,t" j II C 1 u din 9 day

"t,j.J (I:, P(':Liud_ndme, DdY) :-
PEr: l.u d_ t y p >;: (F:: [ i c U_ nd III(~ , l r j_ Ini t i V E!_ (, V E n t ) ,
~erioa_tittinitioL(Pe[lOd_lldrne, Detinition),
[_iJ_pI11II_'",VClIt (P, f:0tiTlltiClJ, [Jay).

Iii J_ P ri In_ t:: v-: Il t (P, 1)c r , D it y) , -
1:; V E 1I t =-.. [r .~i, :it it r t , r i I .I s h ],
c a 1L (~v (; IIt) ,
LdY >= Stdl.t,
Ley =< 1-'.1ll1;31.,
I.,
C l:r. _;;t r II C t ,_i :-! i c. J '- t I'( m I j ~, j t~;(r, :,t d r t , Fi n j !:'j to) •
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pitl...,.PLllll_8Vtlit. u ], _, _). X dcf a u Lt ,

?:
iu Pel' i 0 d t y pc" d c r i Vto d II .i n c 111d j fJ LJ d d Y
;,..
,.j d ([' I Per i 0 d_ I.a In E", n ~ y ) • -

P to L i 0 d _ t 'i 1)\_ (P '" 1 1G (j IJd m <':, J € r i v ((I) ,
F t: 1i 0d _ d '- r i vdt J, 0n s1h ~r i (,(1_ IIdillE, (P _ na IIIe J Jjer 1vat ion ~-;]) ,
p s r i o dj i.nc r udi nq jd a y (Pl, P_nanll:, Day),
F i d _ d t r 1v e d (1-', f' 1, l' ,;,r i v a t; i 0n S, Day).

pid_d,:;rivtcd tr, P, L], [.i.lY).

Fi,l_lh:;ri-ved(P_<1er', f, lP,::.,rh:d_nalh:'IIh:U,vdtions], Day) :­
perioo_incluJilly_ddY (V., f,:r:icd_I1dUiE, t a y ) ,
int'~l'.sccticIl (P, », F),
l'.i d_ ti E,I iv t:: J «(,_ d e r, F, Df:: r l v d tic n t: , Day).

'>I'
c
J ['('riod typtc IIciv"utll t uc Lud i nq day

An ~!Vc[lt v r.i c h oc c u p i cs c nl y o ne day is t r ea t cd it!,; d

d c'9 (: IItot,a He r o r n 0 f l;;j[ i 0d ~0 t hat i t Cdn t t h d n d l e d
u n i r o ruLy Ly c t ho r p r c c •..d ur e s ,

~.~
",,.'

p i d (1:', f'Eflod_r,illllt'":, Day) :-
p er ic d j ty p c (P,:rjcd_fli.nk', c;v':.,nt),
pcriod_d€·tlI:i.t)()!'I (h.:riod_Jlrilil<':',· fJ~tlnitiofl),
Pi d_ eVE 11t ([-, r: ~:t i Ii i. tic r , Lay).

P L d _ t: v c n t rr {I i.Y ], Ilc t 1 nil j Cn , r: a y ) . _
l:.veil t =.. [); ,-,1 lid, t ) C J:, J) d l' ],
c a I J. (Ev<!nt) ,

I



! •

I' i d_ e v e n t (( ], _, _). ~ Event did not occur on da~.

I
I~

(i'
I' TIle t o Llo var.q 'd'c'iilLi t i.o n •. :; d e a L v i t h tt.e c x c Lu s i o n s a nd s pe c i.e I

c onu i t i o ns 1 licit. call s Lc rt.r-n c ne c f t hc basic t y p es ,IX
~.

'k
01
I'

Cor.d i.ti ons "that mus t t<: t r.ue c f t ir s t day

tiI..5t_clay_conditions_rid «( ],,1], _) ._ ,. ...
i i r ~,.t _d d Y_ c o ;,d i t i 011S_ rid (F, l', I:(: [ i 0 d_ Ii a 01 € ) • _

net ( I;e r 1 0 d _ f i 1:~ t,_ day _ C cu (j i t i. c "s (P e r i a d _ n a mt:', _)),,..
1Lrs t_(ja y_ CO IJ(ht i 0 IJ~ _ f. j (j (P_i d , [', p.~r i0 d_ Lamt ) !_

r~Erl.od_first_ddY_COIl(1iticns (Pe r i o d j name, co nrt i.r Lo ns j ,
t dc_pi d (1;_ i d , F, ( 0 I, J i tic 1:s ) •

Lic_rid (1', I', [J) :- r ,

t (I C_ rid (P _ t d , [F .it, !:;1_ Iid YJ I J, L C J L 0 I:d i. t i0 (I~,])
Pre d = •• [L, J'J I~t_(ld't],
c a 11 (PI to. (J) ,

._.
I.,
1dc_ I_ i d (r _ 1d , f Fi l~);-_day I '1 ], eel)d i tic Ils) •

flle_pid (( J, _, _). % hny failure sU~Fr~ss~~ period

I



r. d Y. 11 1b :: J j -,9~!q soj r.: j p J (I .' 7

.- ,. ..
(xcluJ~J_I.id (I;, P, Pc[.i()Cl_Ilallic,) -_

net (11 e 1 i 0 <1_ t: J( C III !O,i c n s (P e 1 .i () d _ I; a m e , _»,
!.

(' xC IIHi E'd _ F i d (1;_ t, xG1, l!, P ('1: i 0 d_ IIalii,") : -
p e r Lo dj e x c i u s r c n s (P •.... ri c d j na ue , l x c Lu s i c n s j ,
~':XC_fid (f'_l::xcl, P, t:XClUEicll!:i).

<"XC_fid u ], i i. _) • _ f. ..
E:A C _ f i d (r, r , l J) • - I.. ..
1": l( C__Pi d ([' _ I::xc L, P, (h: [ i (I\I_ I: i..t IIIi:~IExC1.U !::' 1ens ]) ,:-

timE:_traWE: (I', s t a r t , Ifi(l),
P t: 1. i 0 d _ 101 i t_ fa.i n _ till f _ 1 I ..i III'.;"_ r Cr \oj a 1. d r t; x c 1, P E r i ()d _n a IIIC, S t a rt , T::II d) ,
trIll. cat to: _ po: l' i u d (P, £; XC1, '11UIiC_ r) ,
t J( C_ P i d (f'_ (,x c 1, 'I' I UIIC_1' I C XC III :::iG 1I!3) •

tr un c a tc j p-sr i.o d (I', [], I') :- 1.

tl:llIlCrltt';_i-Hiorl Cl:' I X], I:! I Y], [ ])
!:i > E,

'­.
!•

t J: II nC <l t C_ r C 4.'i 0 d (I 5 I x ], I j. I Y ], f:; I Z 'Il
oS < F,
1 1 un Cci t E_ I ",1 icd ( x , l!: J Y J I Z).

,-.

2r~:[il)(j J.d.illitiCIl!:' [hay include ad hoc s p ec i.a I
co nd i t i o ns 7C (kill v i t f .i nd r v i d ua I j::E!culiaritiEs



r'i :'l y I'J 1 b : j j "1 9 H I.;

~_;F,'Cl(d_cOl.diti(JI'E_Fid 11:', P, P01icQ_I1dfil'::) :-
not (1;(riod_,spl::claJ_cclidi t i o » (ft:! iod_llarrt'!, _»,
I" .

!:> Ii':'C .ia l_ con d i t i 0 II ::3_ F i J (P_ C0 L d , 1', I:-cr .i c J_ II a in e )
PEll.0d_SFtcjd,i_CCI,dition (PtliCd_llaOl€, Condition),
F[ed = •• (Conditj_cn, P_cclld, fJ,
call (Fn,J).

.-.

I e nq t h v d 1 i d j r.Y c Ii" C K

Vd 1 i d_ 10.n q t It_ Pi d (P_ 1C'r: I I, t, t 1 i 0 d_ r:a me) :-
U f -' to _ IIIin _1 ( IIq-t II_ f 1 d (l~1, r, Fe I i c d_ n a mE) ,
wJ.tilin_1l1dX_1011tJth_F1u (['_JeL, r t , Pelicd_JldlllE-).

II [1_ to _ mi ll_ J ;j r. q t h _ P i (1 (I, r, p,~ 1"1 c (1_ (;a InE ) : -
not (pc[i()(j_lIii(I_J~:llqtll (1 ",I:i,cd_I.dlll(:, _».

u P_ t ()_mi r._ L:;:n 9 t h_ Pi d (1 _ I c i: , 1, I'",r j 0 J_ Ii iimG)
, r t:: r .i 0d_ m i n _l En (J t, l: (j_l..: I i c d_ r: i:: OJ-: , I'j1.n) ,

Le nq t hj o r j p er i c d (I", li~ll<:Jtn),
v a 11. d_ I to: L 'J t h (1'_ 1 "'I I, r, Lt r,q t h , ('J j n ) •

wirldn_lIIaX_LenrJlh_t>ld(£-, [', r',?ljCJ_nl1ltE) "-
n 0 t (p ,; t: i ()d_ (1,U X _ 1 e- n <j 1.11(P f:, r .i c J_ na III (', _».

h }, t. h i n_ IIIa X_ J <~n lJ t 11_ f-.i d (F _1 G n , I', F~' 1. i 0 d__nu mf: ) : -
p e r .I.0d_iii G X _ J t: lJ(F 11 (P I: 1i o d_ ",j m.;:, ~la x) I

lEr;'-]th_ct_lcIH,d (f, lcl19th),
vdli(1_lHlljlll (l-_l(~n, f, ['lax, l;;r"jth).

v<did_ltcl1l)tll ([ ], P, X, Y)
V /' 'I

V <t 1 1 Ll 1 t n q t II (1.- I 1', X, y )
x )::. Y.



~: ra }' Tl 1 t : 3 4 'j 9 d I~ s: :2 i. II r cl q .:;: 1

~»~'~~XX%~i~~~~~~~l~~~~A~~~~~~~~X~~~~~~~~~l~l~JIX~~l~~~~Xi~~
o
/'

j.
0;
/'

s ea i cb to r d f:"ricd Ioiittd I. d [;f<2citic t i me r r a a e
SEarch t(JI\JalI1S.

]i
~~~~f~X~%r%%~X%%~X~}~~~1~f~~fjr,,~t~~~)~~~r'X%%S%%IX%%1'%~Xf%

pU'i(1d_witliin_timE;~framE_fcrWd[d (1:, PEried_llaIllE, 'f_start, 'l'_end)
c c ns t r uc t l;t::licd 1.1(:11' Li sa t s (Frdllle, T start, 'I end),
_ •. ~ •. 'n1 -;:;., •... .: ,....,:.a_ - -m _ •. ~_~ :n _""---~L- ._. ._~

T,Ut u J, _, 'l'_st.art, T_cIld)
T start. > 'I_end,
r ,

~' Solution is [ j vh e n none t oun d

p rr r (1', l:lerioiJ_'Ii1ffiE:, 1_sLtrt, 'T_t:-ud) ._
pe r i.c dj a nc Ludi nqj d a y (1'1, h.:-ricd_"ame, 'I_start),

~ p t r r j nexr (P, P'I, FE~licll_namE, T_start, 'J.'_end).

'j{ c o uti 1".1I.:: ec,ar c h i J 1u .::.:.tel a 1IS f:' Ui d net till d a sol uti 0 r; %

Pt I i_I i to X t (P, [] , p (0 L"i c d _ I. it m c" , '1._ oSt L.l r t , '1' _ end) : _
1.,
~ is T_star:t+1,
F t r t {F, P t-: r j (1(1 I' c} me: " s , ':. ._n (1) •

t ~Ject a solution ~

l,t{f_next (P, .1', _, _, _).

'x s e a r c h tOL nr- x t. s c l.u t i.o n 'X

l' j 1" L_'i(~X t (F, Q, f f..1i C«; r: ci 1iI~" _, •.!. _ t" nd ]
end list ((~, Enu),
I_,s;drt i~ fnrl+1,

._.
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p tt f (P, Pe[ici.1_narne, T_start, 'I_End).

.'
If

Sed~ch tOL a pErioo at q~li~ral d~tinition ~ithin a spEcitic time frame.
Stdrch back~ar~~ •

Q:..
~.'

Fcriod_withill_tilll(:_frciOIE_backwclld (P, PH-icd_name, 'I_start, T_cnd)
cell s t.nil; t_P t r ~Cll_ I:1:0 III_ 1 i uri t s (r r <.1111f3, 1'_ St a r t, '1'_ e n (1) ,
p t r h (P1, Pi:'lic(J_lliJWe, ~_stdrt, I_End),
i IIt t:1S':;c t j 0n (VI, 1"r a iii "', 1').

p r tL (L ], _, 'l'_~taI't, 'I_Hid)
'l ~ t d [' t > '1'_ l:nd I

J..
e­
o

~ Solution is [] wh(:n n o n e 101111(j

1;t r L (1', P t~r i 0d_ r,a mt.: I '1_ !J t dr t, T_ ( I.d ) : -
PEIIOd_iIlcludil'CI_day U1, tJcrlcd_liamE, I_end),
~tf:l.J_llt:xt It, 1--1 I 1"'(;.1 il)d_r.JIiI'~, 'l_stdrt, 'l'_erld).

% c o n t r n ue f'f:-cL ..ch it La s t. clause d id not t in d a solution ~/.

ptr'L_[lcxt (I:, [], P'::J lcd_T:ilJII(" T s t ar t , 1_",uc1) e _

o

Ie ,

1:. i s 'r _uHl - 1 ,
Pt f b (P I P £] i. c d Iiiim e , '1 f, t dIt, 1').

% ejpct a snlution r
1·t:1t_li~xt (P, P, _, _, _).

~, Se ct t,Ch t 0 1 II (, Xt ~0 111t J.C II ~

pttt;_II(oxt (P, [Sl~!.], :t'.::[joc'l_r,Cliilf, 'l'_;:itart, _)
T _ End i ~;s- 1 ,
1;t t L (P, P f:1 :i 0 (1_ II rt [II (; , T_::; t C1r t, T_ c· r. d) •

0,
I'·
0'I'· ACClIllluldtt, .111 t.lt·~, I;(:riu,l .., ot ucr.c r a I de r i r.I t i.o n t,;j t h in .:1~jpE:cifjc
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time t~ame into a sj~4le concatenated period.
OL~el~d in tc~~ard OIdsL.

611_p~riods_within_time_trafu~_tol~ard(I, Periect_name, T_5tart, T_end)
c c ns tI uc t...: p t.~r :i Gu_ f LOlli_11 Di its ,F r d mI?- , T_ !:i tar t , 'I'_ end) I

a pt r f (['1, f ], Pc~J:iod_ridmEI 1'_::;tart., T_end),
i nt. t U:.i€C t. ion (1:1, I-1 a 1Il'=:, F).

i'l111. t t (p, P, , '1' s tar t, '1' L 11d )
, 1'_::;t.:1't. ") 'f_":lld, - •

! •

._.
'X Tel'minatt t.l.e s e a r ch

d P t f t UtI 1, IJ 1 I P to Li 0d_ 1j aliic, 'I _ !,j t,di, t I '1_e IId ) : -
[JEflud_includinLJ_,l.iY (L~, 1-'''I'ied_fluIllE, 'I_star.t),
dflJend(l."l, [2, P3),
iJPt:tf_next (All, P3, P~::ricd_l1dlll(;, I_start, T_end).

A s eur c h tal: uext ao l uti c n i<
dpt.tt_IH"xt (All, [ ], Pt~l..iod_lidUlE, 'I'_stan" T_end),.,

!J is 'I_start +'1,
a p t Lf (All, f ], Pc ri.o d j uume, S, T_tHld).

a I't t t_n E"!x t (P, Q, h: I~ i o u _ rl a mt', S, 'I_ l'; 11d) .:-
s t is 5+1,
End_ll.st rc. i::lld),
52 is fnu+1,
max(S1, 52, I_stort),
d r t. t t (p, \) , P.ell 0 d _ n ;:1 III1':, T_ s t (Ir t , T _ end) •

.-.



II'
I'
n­
I!.
01II.

'Ih t: 10110 Wi. nq :.;H; t. j 0 II C en t a Ln s IIIi s C ,,",11d neo US
p r oc eu u r e s that c a n pe r I o r.m USE'fl1l o p e r a t ic ns Oil

t i mc pEL .i ods alia day s ,
ul
I••

II'

"ddy_101wdrd (5, S).

CL1y_tOLWdld (Day, Start) ~­
daY_lel'wend (I), 5t..:II t ) I

LdY .i s 1)+1.

dill_baCKward (F, F).

d'ly_hackwdrd(Day, Fl.nislll -_
d a ¥_!)i:lck.w a r d (I;, fi ni sill,
Day is D-1.

it
."It
it :

(L l Y_ i n_ per i 0 d _ f 0 I war d (:j IS, f )
S =< F.

.-.
d <l Y_ i n_ P '" r i 0 d _ tor Wd r d .( f) d Y I !) t d r t ,

Str.trt < filiish,
.:i i:3 S t. d t·t. + 'j ,
d d Y__i o_ I"C' 1 i GJ_ 1 0 UI ,n: II (n <.IY, S,

l~in .i [, h)

l'inish) •

d.i')'_in_p.::r i.oJ_t;'lci-d-/<!r,i U, s , I-)
:) =< F.

. .



diiy_ill_pE:r:iod_vackwd[() (D1Y, s t er t , Finish) :­
Start < fini!."h,
F L, fi nish-1 ,
day_ifl_pt-rl.oJ_l"JdcKwdLd ([.c.y, Start, F).

pick ell tirst dnJ Idst el~ments of 11st
",
"t i IIi(!_t r a iii '" n ~tar tiT ], S tar t·, Fill i!3II)
t::nd_li:;;t ([ !..itilrc:IT), Fi n i s n ) ,

'­o

(:Ild_list (L X], X) 0

t'IHj_li::;t(J_IY]v l) :­
Hld_li~;;t(Y, Z).

",sc CCn !:it r uc t I'(, L i 0 d .:.i S a Li s t fro m k II C'Wn e t d r t arldIe n <J t h / 8 n d
~

C(Jl.~;truct_(!E:l'iod_kT;own_l(~n':1thl[;;], ::.i, 1) :- t ,

CUi.t~tJ:llCt._PLl'iod_kl:c~~r!_](n(Jth ([ ~itiHtIT), Stal:t, Le n q t h)
~i j::; Stott.1··i,
~lL.i L to IIq t 11-1,
ccn.struct_rfTicd_knawll_lt.:nqtlj ('r, S, M).

0-.

c ()" !..it rile t_(He r 1 c d_ fro JU_ 1i IIIit:.:; (l S ), s , S) ::- ! 0

C 0 Ii!': t rile t_FCL'iCltl_t r ()HI_ J. i n,i t~;(( S t i.I I 1 I 'f ], S tar. t, Fin ish )
S IS !:.itl1rt+1,
c(1n~;tnlct_r~'ricd_1 rOill_1im:: ;,S ('I, s , Finish).

._
o

~'
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.i n t or ecc t i.ct, cr o rd e r e d Lis t s (per:iocis)

intd!'.'iEct.ion ([ ], _, L])·

i. lit c i ::;t;,; Ct.1 0 Ii (( X I Y ], l X I Z ], IX IS])
ill H: LSEe t i 0 (i (Y, Z:, ::;) ~

iIJtt'r:..:;.::ction([XIY], [11\.1], q,) '-
X < P,
in t,~r oS(.,C t i 0 II (Y, I P J 0 ], 7).

j r:t e r L f: c t i 0 Ii ([ }: IY ], (i' I(,l ], Z) : -
X ) P,
i r.t c:r see ti 0 I, ([ >: IY J, (J, Z).

:X
X list U,(::ricd) a j.pc.r.d
~:

a p p e nd tl J. L, L).
a P PUld ([ X Ii 1 ], i z ,

dH·0ndlLl,
(XII.1])
12, l.~).

~
1;

] u,qtb_ot_Fericd ([], ;j) :- !.

Lr.n q th of peri o d (Ilot n u nt.e r at e I e ae n t s ill Li s r,
L 1I t d i::i t d nc <; t:(; t. '" c' ,c n to' n ds ) •

J (l1.qt.L_llt_~criod (P, I..) ;-
t i m2_ t 1a iii c (I, ~':, J:),
1 is ]:;-~"'1.



NUfuLc[ ot dd~S lO vericd (numter of elements in li~t)

11 1I 1111; € [_ 0 r _ Jay E _ i n_ p c i j 0 d ([ ], O).

r. lJill LeI _ (j r_<i a y s _ i n_ (J .:. L i 0 tl (f X IY ], N)
lill1i",Uer_ot_da ys_ir:_Fcr i.od (Y,
N is t'J+1.

.-.
M) ,

lj<q:_!J('tWt:EIl_pt!riods(P'I, [fIP;1.], (;)
Elld_li.st(Pl, S},
G is :c.-S-l.

"1.
0'j.

'I'"
ma x i mUjil 0 t two 1.II :11L ,::.:rs

111;1 x (X, Y, X) : -
X >= Yo

mc,,){(X, V, Y) o-

X < Y.

lli l, III L l=L (J r I_r, r i c d

In_I·:;;:riod (L P 1_], P).

ill_l·l:~r.i.cJ([_IP], P)



in_l-'€!liod (P, C).

Po s i.tLc n c r DdY ill I;~riod

( I")~;j.t i 0 II _ i Il_ pe r i 0 J ({ F j r s t I ;iFs t; ], 1; i:t '1 ,
[jay ( FirSt,
i , fail.

.-.

po.s i ti.on j i nj ]. ••:riod(l), rd}', _)
I. ,

IJositiol'i_in_per:jod I( iJd~II'~'), LiY, 'I).

p ();:) .i tic n _ i Ii_ j: e ri c d (l HIJ ], r:: a 'i » l~) : -
pos i.t i ou j i.nj pe r Lo d ('1,', rdY, M),
N as c'i+l.

c··
,\'
);

ro t _;_;UII ti d Y (~) •

1his lS a sj,m~listic l~flemelltation th~t as~umes a
H::l.t.:I;·c·r.CL' s u n d a y lIdS l.e e n e n te re d with p r o nLea data.

0/ COlr~ct 10r 1983 which is used tor the Axamples.

r.uu d a y (Ddy) :­
.Ift_sunday (5),
O j_ s (Dd Y - S ) it, od 7.

IIII) II day (]) (j Y ) : -
lcf_sundliY (::.,),
1 j:.:i ( Day - :..;) [Ii '.)d 7.



t IW Sday (Dd Y) : -
u:t_surl!lclY (S),
2. L, IDay - ;j) III0 Ii 7.

Wt d Ti C S <1d Y (L d Y ) :-
LEt _ 5 Un l'l a Y Fi) ,
3 1 !5 ( 0 iiY- ~;) iii0 d 7 ••

t l.u r s d a y (Lay) :­
:u:r_sulidilY (!.5),
4 is (Day-S) uio d 7.

f r i.d a y (Ldy) •
u:t_sulillay (S) ,
~is ( [l a y - :; ) OJ c d 7.

s a t u r d a y (CilY) ~­
[ct._sunday (S) ,
6 ]:-; (iJay-S) nc.t 7.

I



bay"') 1 b : ILl. 1 '.;lij4

I;"
I,:

Li s t t.; d hc r f~ ale u l 1 t h(: Let t. C ill I.e Vd 1 q 0 a 1s t.hat
Cdll o uly be .sa t is t ie d 1,1' -.x t c r na I data.

de t II d 1_ \J 0 I k i ['ilL day (L) •
<:let U ci 1_ w C1: k i r,q_.Jay ~_ i:! r c_ a ,]t, (' ._;d •
(I'll: (Lute, liYL).
clljl+.:i;u_yualityiJiq_oCt¥ (I;).
COlltrilc·1:.._F,,:t·lcd(!3talt., Filli!.:ih).·
C0 L 1.LdC t. ua 1_ [' t: 111 UCe r a t. .i 0 r._ i ~;_mu l.1:i r: j t:_ iii0 Ii t; II_ I: n tit 1e mt~nt (~, S ci I a r: y) •
CO" t L ,'1C t U<I1_ L e JllIJn e 1.:d t ion _ i~;;_IIlIl] t .i l,]. I.: _ IIIC II t h_~,II tit 1e m1::n t (M, S u La r y) •
C() I, t 1{ic ....lJd 1_ r tmUI, C r a t i 0 I;_ :i. ~ _ w ,= (, k 1Y_ I;n r. j t 1e In,3n t (I:;) •
CUI,tLdct.ual_wc.r:killy_d<.ty (ll).
CO L t 1. " C 1..U<.11_ W0 I. k i. nq_ a a y S _ i.i r EO _ a q I t:: L; rl •
d t1Y _ (J t_ ;_;i. c k !l t~ .ss (D d y) •
Uiu f. J o 'I 2 i;:_ nas_ i (I to: II t i f i it 1:1.(. _ nor lit a 1_ ! .:1 y_ d d Y~;•
(: 1I1l'.!. (J Y l.!L _ t;-; x c L:c:L.j e s _ r: i. q 11t _t C_ IJ i. t II Ii 0 1.tl_ r:u y m\::n t_fer: _ t a i III r d _ t 0 _ not i f Y (D a y) •
e x p:c t \:! U_ COli t i Ii e mtoIi t (D a t (!) •

q~:.;II ':: 1 u 1_ ho r Ii.L, oj_ J d YS_ i II _ IN E:C t; (.~ -,t k , 1'1 o L k_ day s) •
Le q .:11_c u s t c d Y (s t d r t , E !Id) •
n o i hid 1_ F d Y_ 11Q Y (D) •
nOT .i t ic a tic II _ Ct_sic k n e .~;~)_ iji v ;: II (r.;a y) •
old. j i!l1L () [ Y_ lj Ud 1 i r .Yi Ii :L (j a Y_ 0 t_ w t! f., k (I;) •
Pdy_hi~ ..t o r y (Pdy_day, s uu, StliI:t_P<iY_I,t i. i cd , ;;:r.d_Fi:lY_[Kriocl).
q u.i I i [}'i)l<J_days_dH':_ilyrEed,
~J-:.<.1 t ,-:_1:\:! I, E fit (S t Ii r 1:_I; e r i 0 d , h IId_ I; (;'. 10 d) •
~,uLd<l)' (tl).
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CASE HIS'l'OHY 'I

,:t~j(~(0, 27).

COil l t'act _ fer i 0 J (C, 3 b 5) • ~ no contrdct ddtes are ~tated

tj Ud11ty in 9_ da 'i (f.i) : -
mcnday (D) ;
t u e s d a y (Ll ;
OItdnesday (D)
t hu r s d a y (L)
friday (D).

t.o III [ J 0 Y e f:' _ h i.t S_ ide nt .i f i aL] t:. _ nc r [IId 1,_l-d 'i_ da 'i ~ •

n () I:ma 1_ I; a Y_ d d Y (D l ~
t hu r s day ([;) •

pay_hist.ory(D, 150, D1, D2)
t hu r s day (L),
Ii l is lJ .,.. 10,
IJ2 1S C -b.

'­.

d.:l.y_ct:_:_;ickllGSS (D)
U )= :':l1G,
u =< 3·1'1.

notificdtion_of_sick"2Ss_yjv~"(n)
D )= 31:2,
D =( 317.

.-.

C Iii lJ 1 I.) Y t:; L _ '" x ''; [ C i ::;,,",s _ 1 1.cj I, l __: r;_ Ii i I. hi. '..J l d _ f.= EI'j Iii t: n r _ f c r_f d i III1. :;_ t 0 _ n0 t: i t Y L) .
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Ji
It

% CAS L iII s 'I o h t 1

Sy.stt-:1Il H~.sI'OIiS·::: to p r o t Lem q ne r i.e s

1- we~kly_~~te_ot_ssp(310, W~~tly_rate).

l~~: .:k 1 y _ rat e = 37

7- pt~[iod_~Jithi.n_time_fliil1li;_lcrwald (s s r e r i ou , ssp_reriod, ]10, 32C).

? - d (I i, Ly _ r<~T. 8 _ 0 t _ f::: S I' (3'1 n , r) <. i 1 .'! _ 1:i.1t ,,) •

'! - oSS P _ d IJe_1. n_ pel 10 d (3 1 ~ I ~:, :), :; s:; ,:,r i c d I SSP a y) •

~: :.:i ~' ": 1:i a d = (J 15 ]
SSPay ~ 1.jjQQY4
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p.
,I.

, LASB HISTORY 1
'X

dqE (0, 42).

contraCt_f~riod (0, .305) •

day_of_sickn8~:5(D)
D )=-= 224,
D =< 2:31.

.-.

n (J t 1 fie d t j 0 n_ c t_E i c I<.I j1~ oS!:;_ q i v t r: [L )
day_ct_sicl<r",;s,:: CD).

L rat r:, _ t: .'~II" 1 i t (::.,1H0) •

.-.
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u­
/1

s vs t eu n':::jlOJ.SC to p ro r Le m q ue r i.e s

'!- IH'r i 0 d_wit II i n_ t i iiie_ t r:ii, IIIe_ fer war d (SSFETi 0J, ssp _ Fer i 0d ,
220, 240).

~;~il'CLie d = l

?- 1"el.'iud_witlull_tllUe_trdJll';'_i:crwdl,1 (PIW, piw, 220, 240).

I'TL' -- l21j --,1-," ')') , ')"7 ")') { 'J'l!. -;:<,\ )3"'], ,•.,! - _ ~ , .:.~ J , •.L t ,~L , _:_._L , ., ••_J , ~ ~ v ,... I

'f - P '"1 i 0 d_ w ::. 1. II i n_ t i IIIL _ l. I a ill "-_ t: c r w CtL d (:~N'I', .:'n tit 18 men t, 2 2 ~l, /. t;C) •

j-' ~jl' = [ ]



CA~E HlS'!Of'Y .3

actual_WolkiDy_ddys_dlc_aq[c~d.

dClIJi:d._wOIJ,inq_day (r:)
wed liE:5day (L) ;
rn ur sd a y j Ii)
r r i d a y (D) •

e­.

P ,I Y_ h i ~t.G r y (j) # 47, L'I, lr)
llOlhlill_Pdy_oay (D) I

D1 is D-4.

e _

e

E.:HI PJoy ~~e_ h i:I!; _ ide n t i L 1. d l. I 13_ II0r ma1_ Fey _ d (i YS •

llOI'ITI111_l-<ly_ddY (IJ) .:­
t r i da y (D).

c o nt.r a c t llal_lE·mullelt.it:i oli_i.3_WC""k.lY_F!lltitlclllcnt (47. ~) ••

d<lY_Ol_:::;lCK.ll~·S5 CD) M

r: >= 120,
r: =( 132.

n()l i fie at ion _ c f _sic k n\~s:~_ q i vE' 11 (D)
r: )=: l:::C,
n =( "1.32.
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l.:A::iE HI:3'l'URY J

s y .st ,~III r ,,~E:[' cr, !:: G t I) P [ 0 1;1f: III g II E r i e s

?- a I J_Pt':l i 0(j5_ Wj_ t. hi n_ ri me_f r.:.irn~':_lc r ward (Qua Li t Yinq_d a ys,
SllldlifyiJdl_day, 120, 115).

Q 11d II L Y1. II <}_ day s =- l 1:24,'.;: ') , 1 2 b , "' j "', 1 j L, 1 3 J ]

tJ z; .3

? - wet: k 1 Y_ rat E._ °f _!.:i S P 1"1 :20 , I~E'd 1y _ r a t c) •
\

1o;(..<klY_filt€ = 31

?- .:iail.y_rau.:_ot_,s.sp (1/0, Di1lly_riltE).

S!)l'iod od :;: l "1J1, 1JL ]
SS~ay = 2C.66bb26
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"r.

a lj 1-' (11; Ii, t 5) •

co ntr a c t.j p c r i cd «(j, Jh::i).

q 11a I i ty i II y_ day (1;) : -
mo n d a y II.J)
t u to s day ([:) ;
WE.:JIl8:::;day (D)
r n ur s da y (e)
r r i d a y (D) •

,

t,m J.> 1 I) t= (_'_hd,:j_ i J (:.n t i 11 i:! I;I f. _ II 0 1 IIIal_ r ,~y_ d (l YS •

&or~al_Fdy_Jay(P)
i rid a y cn) •

CO (, 1. 1 d c:t \Ia 1_ r e IlIIlL era tic n_ i s_ w (: t:.~.J Y_ (, ntit 1(;IIIen t (1 :? 5) •

p'1i'_ni~tor'j('138, 2S0, _, _).

I' (i y _ II i s: t cry (IJ, 1 ~ 5 , j; 1 I I! ) .-
nc[mdJ_Foy_de:iy (L) I

D-I is £;-4.

de. y _ 0 t _ sic k 11t!:l S ([) :-
L )= 1~5,
D =< ·15b.

J d Y _ 0 f_ sic); IIe~Js (tJ)
r; )= 1i:.t,

.-.

I



tidy "" 13:~1 1'1b1j Cilsc4 ['ayE 2

l; =( 16b.

cldy_uf_:::;ickuE'SS (L) :­
D )=- 171,
I.; =< 18(,).

IIOtitiCdtion_ol_::.iicklh:.-S3_(jjv-;:;n (1"1)
ddy_oi'_sickl.2:3:= (I~).

. .

._.
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L As 1:. III ~:r C i"!' 4

Sy~;tEm lC~;p()nsL: tc pr:cl:lem qUE1'i~,~:;
II.•
/'

?- LJ t' r i 0 d _ {oj i t 11i r;_ t i m(:_ f 1c: m':,_ f C1Wd z d (S i c k 11 I::s S ,
sic 1\ ["I Eof., fi , "j SO, "H () •

~ickDnss = [155,1~b,1~7,15eJ y
!;iCKf1I::!S~ = [lb6,167,161l] Y
sic k n t-!S !;:: = l" 1'1 , .,7 ~ , 17 j I 17 4 , 1 7 c:, , 17 {; , -I 7 7 , 1 7 IJ , 17 9 , "' H0] Y
~;.i c I< II..::.:;'~j ::: [ ]

")_ l.lt;T iod_wittd,li_ timE'_il.dilH?_tcr.,;al.d (SSl-':n'iod,
!:;q-_(.:eriod, 15(" lHO).

!.)~jPeriod::: [172,173,17I!,17::,17t!,17'),100]

'1- !:oi !:iP_ (ill €_ i.n_ PIi: I: i 0 d (1 50 , 1 tl 0, !,;SH: r i o rl I SSP a y) •

s.: p ., r i cU = L 17 2, 1 7J ,nil , 17 ~, 1 7 u ,n'),1 e0 1
SS~~y = 51.799561

W l:.:: iI. 1 Y_ r; a t e ::: 3 7

'!- (Ljily_r<ltt:_ot_!3~:iP (1 l c , D<:dlY_Ii:itL).



? !:i~;p_dll(!_in_pericd (1"1', 17'), :'~::;l·c:.riorl, SSPay).

:)_,h'dcd = [17:.2,173,174,17S]
SS2dY = 29.~99854
Yf,;:,::
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Appendix F
Examples of operation of
SSP
I. This appendix gives 3 short exam­
ples and one longer one of spells of
sickness for which action has to be taken
under the SSP scheme.

If you want to check whether you have
understood the operation of the SSP
scheme correctly, you can look at these
examples and work out the answers to
the questions they fisk.

The earnings levels and rates of SSP
used are the ones given in this guide, not
the ones which come into effect on 6
April 1983.

2. Example 1
A male employee aged 27 works 5 days
a week and his agreed qualifying days
are Monday to Friday inclusive. Your
rules ahout noti fying sick absence are
that employees must telephone on the
first quali fying day of sick absence.

lie has not heen sick in the past year and
there arc 1)0 unusual circumstances such
as a stoppage of work.

You pay him full net pay under your
own sick pay scheme for up to 4 weeks
of sick absence each year, from the first
day of sickness.

I-Ie earns a regular gross wage of.£150 a
week, payable on Thursdays.

He docs not turn up for work on
Monday 7 November 1983 and on
Tuesday 8 November he telephones to
say he is ill.

He returns to work on Monday 14
November and completes a self-certifi­
cate saying he was sick from Sunday 6
November to Sunday 13 November

inclusive. He has no good reason for not
telephoning you on Monday 7 Nov­
ember, but you have no reason to doubt
that he was sick.

Questions
What is the appropriate weekly rate of
SSP?
What is the appropriate daily rate of
SSP?
What can you do about the late noti­
fication?
What SSP is due?
What do _1'OLI have to pay?

Answers
Rate orssp
The payments made to the employee
over the period 9 September to 3
November average well over .£60 a week,
so the standard rate of SSP--£37 a
week-v-is payable.

The daily rate is the weekly rate divided
by the number of qualifying days in the
week. In this case, £37 +- 5 = £7.40 per
day.

Late notification
Notification was one qualifying day late
with no good reason, so if you wish you
can withhold payment of SSP for one
day.

SSP due
The first .I qualifying days, 7, Rand 9
November, are waiting days for which
SSP is not payable.

I f you have decided to withhold pay­
ment of one day's SSP as a penalty for
late notification of sick absence, you can

53

withhold payment for Thursday 10
November. This would leave SSP only
being payable for Friday II November
and a total of £7.40 SSP would be due.

H you decided not to withhold any SSP,
despite the late notification, SSP would
be payable for both Thursday 10 Nov­
ember and Friday II November, a total
of'£ 14.80 SSP.

What do you have to pay?
I f you are already paying this employee
£ 150 in respect of these 5 days of
absence under your own sick pay
scheme, this comes to £30 a day, well in
excess of your SSP liability for each
payable day. You need pay no more
than this. Your SSP liability has been
met by your own sick payments, but you
can, of course, get back the gross
amount of SS P due.

3. Example 2
A female employee aged 42 is sick for a
week. Only 6 weeks earlier she had been
off sick and at that time she was
claiming State invalidity benefit and was
not receiving SSP.

She states on a self-certificate that her
first day of sickness was IO August
1983. You hold a letter from the DHSS
stating that spells of sickness starting on
or before 23 August 1983 should result
in claims for State benefit rather than
SSP.

Questions
What action, if any, should you take
under the SSP scheme? When should
you take action?

Answers
The sickness lasted more than 3 days, so
a PIW has been formed: but this
employee is excluded from SSP.
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You should send or give her an ex­
clusion form SSP I(E) within 7 days of
knowing she had been sick for at least 4
days.

You should record the sickness absence,
the fact that the employee was excluded
from SSP, and the reason for the
exclusion.

4. Example 3
A female employee, aged 27, works for
you in the mornings only, each Wednes­
day, Thursday and Friday. You have not
agreed any qualifying days with her, b~t
she is aware of your rules about non­
fication of sickness which say that
employees should telephone you on the
first qualifying day of sick absence.

She does not come in to work on
Wednesday 4 May 1983 but telephones
on the same day to say she is ill. It is her
first sick absence for over a year. She is
1I0t entitled to any occupational sick pay
from you. On Monday 9 May you
receive a sel f-certificate form stating that
she has been incapable of work since
Saturday 30 April, together with a
doctor's statement dated 7 May which
states that she will be fit to return to
work on Friday 13 May. She does return
to work on that day.

There is no reason to doubt her incap­
acity, and no reason to suspect that she
might be pregnant.

Her wages over the 8 weeks before she
fell sick have been a regular £41.50 a
week gross, payable on Fridays.

Questions
Which days are qualifying days?
How many qualifying days in a week?
What is the appropriate weekly rate of
SSP?
What is the appropriate daily rate of
SSP?
What payment of SSP should be made?

I



Answers
Qualifying days
In the absence of an agreement as to
qualifying days. they are those days
which you and your employee agree
would normally have been worked. In
this case the qualifying days are
Wednesday, Thursday and Friday of
each week.

There are 3 qualifying days in each
week.

Weekly rate of SSP
All payments made in the period 5
March 10 29 April should be added
together and divided by 8. The result in
this case is average weekly earnings of
£47.50. Thus the appropriate weekly
rate of SSP is £31 (middle rate). .

Daily rate of SSP
The daily rate is the weekly rate divided
by the number of qualifying days in the
week.

£31 +3 =£10.3333 a day.

SSP payable

The spell 0 f sick ness included 5 quali­
fying days. The first 3 are waiting days
and SSP is payable only for II and 12
May.

The SSP payable is i of £31 which =
£20.6667. This is rounded up to the next
whole penny to give a gross payment of
£20.67 SSP.

5. Example 4
A long-serving male employee aged 64
goes sick. His agreed qualifying days are
Monday to Friday inclusive each week.
lie has had no previous sick absence for
3 mont hs.

Your rules about notification of sick
absence are that employees should tele­
phone you on the first quali fying day of
sick absence.

lie telephones on Monday (j June 1983
to say he is not well, and will be away
for a few days. lie returns to work on
Wednesday 8 June. when he completes a
self-certificate saying he had been ill
from Saturday 4 June to Tuesday 7 June
inclusive. There is no reason to doubt
this statement.

4. Assuming that you wish to pay any
SSP due on a weekly basis, how much
SSP would be due on each Friday while
the sickness lasts?

5. When should a transfer form be sent
to the employee?

Monday of the next week. 13 June, is his
65th birthday. He is away sick on the
Wednesday, Thursday and Friday of
that week (he telephones on the Wednes­
day to report his absence). He posts to
you a self-certificate stating that he was
sick for these 3 days only. and was 110t

incapable of work on Saturday 18 June
or Sunday 19June.

However, he does not return to work on
Monday 20 June. Evidently he has
become seriously ill. His daughter tele­
phones on Wednesday 22 June to say
that he was taken to hospital on Monday
and you eventually receive a hospital
certificate (form Med 10) which con­
firms this.

He returns to work on 20 September
1983.

Answers

There are no unusual circumstances
such as strikes at his place of work
during his sickness.

He is normally paid weekly on Friday
for the week up to and including that
Friday. On each of the 8 pay days up to
and including Friday 3 June he received
£125.00 gross. On Wednesday 18 May
he received a bonus payment of £250.

First spell
The employee was sick from 4-7 June
inclusive. This is 4 days, so a PIW has
been formed.

The employee is not excluded from SSP.

There are 2 qualifying days in the PIW,
which will be waiting days.

No SSP is payable in respect of this spell
and, having noted your records, there is
no further action you need to take.

Second spell
The employee was sick from 15-17 June
inclusive. This is less than 4 consecutive
days. A PIW has 1101 been formed and
you should take no action at all under
the SS P scheme.

Third spell
The employee was sick from 20 June to
19 September, so a PIW has been
formed.

This PIW links with the first PIW.
There must be 14 or fewer days between
2 PIWs to establish a link. From 8 June
to 19 June (inclusive) is 12 days, so the
2 PIWs are linked. (The second spell,
which did not form a PIW. is ignored).

So the 2 PI\Vs count as one.

The employee reached pension age on
13 June and if the 3rd spell had not
linked with an earlier spell, he would
have been excluded from SSP for this

Questions
I. There are 3 spells of sickness. What
SSP action do you take in respect of
each one?

2. What are the employee's average
weekly earnings for SSP purposes?

3. What are the appropriate weekly
and daily rates of SS P?
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reason. However, the first day of sick­
ness in the series of linked PIWs was 4
June, before he reached pension age. So
he is not excluded from SSP.

You were notified late in respect of 2
quali fying days at the beginning of the
3rd spell of sickness, but as the employee
had been taken into hospital there was
a good reason for the delay and no
penalty is imposed.

Two waiting days were served in the first
linked PIW. One more waiting day
remains to be served, so SSP is due from
the second qualifying day of the 3rd
spell of sickness; ie from Tuesday 21
June. .

2. The employee's average weekly
earnings are calculated by adding
together his gross earnings over the
period 9 April to 3 June inclusive: The
bonus received on 18 May must be
included. Thus (8 x £ I25 + £250) + 8 =
£156.25.

3. The weekly rate of SSP is therefore
£37. The daily rate is the weekly rate
divided by the number of qualifying days
in the week. £37 + 5 = £7.40 per day. \

4. On Friday 24 June, 4 days' SSP are
due. 4 days at £7.40 =, £29.60.
A full week's SSP. £37, is due on each
of the next 7 Fridays: I, 8, 15. 22 and
29 July and 5 and 12 August.

A single day's SSP, £7.40 in respect of
Monday 15 August, is due on Friday
19 August.

5. You should issue a transfer form on
any convenient day between Tuesday 2
August and Tuesday 9 August; ie
between the day on which there are 2
weeks' more SSP due, and the day on
which one more week of SSP is due.


