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Data Acquisition and Control of the OPAL Experiment at LEP

1. A typical event in the CPAL detector
produces 4,000,000 bytes of data (equiv-
alent to 1,600 of these leaflets). Sev-
eral events may occur per second, so a
very powerful dedicated computer system
is needed for data processing close to the
experiment. This “online” computer has
to collect the data from the OPAL detec-
tor, compress each event to a manageable
size, and record the compressed data on
magnetic tape for later detailed analysis.
Pictures used by the physicist to check for
faults in the detector are also generated
and displayed.

3. A central control system makes sure
that all these programs and computers
work correctly together, starting and stop-
ping them and sending commands by com-
puter network at the right time. One of the
important features of the control system
is its ability to start and stop the experi-
ment when not all detectors or computers
are available, for example in the event of
a fault in a computer or in the OPAL de-
tector. If a component is later repaired,
it can easily be included in the data col-
lection suite, even while a physics run is
underway.

2. OPAL’s online system
uses a variety of computers
- including more than 100
microprocessors, 20 work-
stations and a large Vax
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nipulation specific to one
part of the detector, so that
more than 1000 separate
programs are needed to run
the entire experiment. The
programs form a tree struc-
ture, part of which is shown
here.
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4. A colour workstation panel (above) and
a mouse are used by the physicist-in-charge
to control the entire experiment, using the
same style of pull-down menus familar to
home computer users. It takes only a few
seconds to move the panel to a different
workstation, so it is easy to have the con-
trol console underground at the experi-
ment, or in a remote control room. In fact,
the experiment could be run from RAL if
required.

5. Other screens show the status of the
experiment in numbers - for example, the
count of events read, or the amount of mag-
netic tape left - and any error messages if a
detector or computer problem occurs. One
such display is shown below.

When LEP is running, the display at RAL
shows an up-to-date summary of condi-
tions in the OPAL experiment and the
LEP machine, using an international com-
puter network. The same software can be
used in any of the OPAL member institutes
in the UK and worldwide.
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