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FOREWORD

It is a great pleasure to write the foreword to the Special Progress
Report for Theoretical Physics Division in commemoration of the Atomic Energy
Authority’s 25th Anniversary. An anniversary like this inevitably creates a
great deal of nostalgia and I look back at the history of the Division and my
own personal career with total astonishment because events which are still
very real to me, in reality occurred so long ago.

I was recruited to Harwell by Brian Flowers, who was then the Division
Head, just 25 years ago and I can remember being given two mathematical tasks
on my very first day. The first was to check Bill Thompson’s algebra on some
complicated calculation of plasma instability: I never did succeed in that
because Bill had, and probably still has, a unique ability to use c.g.s. and
m.k.s. units randomly and still arrive at (approximately) the right answer.
The second problem was to decide whether I wished to retire on the old
pension system or the new one. I was such a young man then, it had never
occurred to me until then that anyone ever thought about pensions.

The following ten years were my happy ones. I even enjoyed being
Division Head and I took a pride in gathering into the Division as many
bright people as I could find. I left the Division on a sad day in 1966 and
I have watched its progress and evolution with great interest ever since.
This list of special reviews is fascinating to me and I hope it will be of
interest for both nostalgic and scientific reasons to many other
theoreticians.

I regularly threaten to return to scientific research and the
Theoretical Physics Division but the present Division Head tells me that my
publication record in recent years is not aceptable to him. I can understand
that because reading these special reviews brings home to me the impact the
Division has had on science and the nuclear programme. I wish it the best of
luck for the future.

Walter Marshall.

(iii)





Chapter I

INTRODUCTION

A. B. Lidiard

The natural view to take of the world is that there
are things which change; for example there is an arrow
which is now here, now there. By bisection of this view,
philosophers have developed two paradoxes. The Eleatics
said that there were things but no changes; Heraclitus
and Bergson said there were changes but no things....

Bertrand Russell, History of Western Philosophy.

As one of the founder Divisions at Harwell, Theoretical Physics Division

has seen many changes and has itself changed often and quite substantially.

Only three present members of the Division were here at the beginning of our 25

year period; they are John Tait (1947-), Tony Lane (1953-) and myself (1954-7

and 1961-). The attached Table provides a brief chronology of the Division.

This shows that the technical nature of its work has altered greatly over the

years. The articles which follow review the changes and developments in many

of the fields which the Division has contributed to. Each is a brief

scientific review made from a personal or local point of view (which is why we

call this a special progress report). The Division has not, of course, been

involved with all these fields throughout the 25 years of the Atomic Energy

Authority’s existence. My purpose in this Introduction is to describe briefly

the background to these changing programmes. We can usefully consider the

three decades separately, although we refer first of all to the early,

pre- Authority years because what happened then sets the scene in 1954.

Pre-Authority Years ). Harwell was the first atomic energy

laboratory in the U.K., set up in 1947 with Dr. (later Sir) John Cockcroft as
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Director. The first work on reactor design, weapons design, chemical

processing and fuel fabrication was done here and the earliest low power

graphite piles (GLEEP and BEPO) were built here. These practical tasks

nevertheless required a lot of physics and mathematical support and this

largely determined the initial role of Theoretical Physics Division. But other

establishments at Springfields, Risley, Windscale, Ca penhurst and Aldermaston

were soon set up to bring these developments to fruition on an industrial

scale. Therefore, as Harwell entered the 1950’s much of the demand for

immediate calculational support ; was moving away to these other centres.

Nevertheless, it was recognized that the scientific understanding of many of

the underlying physical processes was poor and it was therefore considered

essential to have gtoups of theoreticians to develop models of nuclear

reactions, to evaluate the experimental results and to design new accelerators.

Computational techniques had also to be developed to serve these theoretical

and other programmes. Shortly afterwards, two other topics were introduced

into the Division, namely plasma physics, as part of the project to produce

controlled thermonuclear reactions (fusion reactions as they are now called),

and solid state physics, with the aim of giving theoretical support to the

metallurgists.

The 1950’ s. Thus when the Authority was formed in 1954 the Division

contained six groups: (i) Nuclear Theory (Tony Skyrme) , (ii) Neutron Transport

Theory (John Tait), (iii) Plasma Physics (Bill Thompson), (iv) Accelerator

Design (Bill Walkinshaw), (v) Solid State Physics (Mick Lomer) and (vi)

Computing (Jack Howlett). The 1950 ’s as a whole were a period of optimism and

growth in scientific laboratories almost everywhere - for the wartime successes

of engineering guided by scientific research (e.g. radar and tha atomic bomb)

had convinced people that continued technical success depended upon a strong
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scientific base. One consequence of this growth was that by the beginning of

the 1960 's Theoretical Physics Division had donated more than half of the six

groups which it contained in 1954 to new laboratories. In 1956 the Atomic

Energy Establishment was founded at Winfrith arid the Neutron Transport Theory

Group of T.P. Division subsequently evaporated. In 1957 the Rutherford High

Energy Laboratory was established next door at Chilton and the Accelerator

Group under Bill Walkinshaw joined it. The Culham Laboratory was set up in

1960 and the Plasma Theory Group under Bill Thompson moved there in 1961. In

the same year the Atlas Computing Laboratory was established alongside the

Rutherford Laboratory with Jack Howlett as Director. Many of his Computing

Group moved over with him.

The 1960's. This outward movement of the more directly applied work

called for new activities and new Groups to take the place of those which had

gone. In 1961 I returned to Harwell from academic life to set up the Crystal

Defects and Radiation Damage Group and in 1962 the Division established an

Atomic Theory Group under John Tait and a Neutron Group under Peter

Schofield. We can point to two main influences in the 1960 's, an

organisational one, i.e. the need for a new role for Harwell, and a technical

one, namely computers. In seeking a new role Harwell at first moved in an

academic direction, both in its research programmes and in its proposals for

new facilities, e.g. the High Magnetic Field Laboratory and the High Flux

Beam Reactor (neither of which came off)*. T.P. Division's basic work

*Although it should be noted that the Variable Energy Cyclotron, which had a
more applied function, namely the simulation of the behaviour of materials in
reactors, did.



expanded rather quickly and its reputation in nuclear theory, neutron

scattering, atomic cross-sections, magnetism, many-body theory, dislocations

and defects climbed rapidly. The expansion in basic science at Harwell was

halted by changes in national policy (and fortunes) in the mid-60’ s.

Instead, Harwell now moved towards industry and sought to develop non-nuclear

applications of nuclear techniques and know-how and to ’diversify’ its

programme; which is the course it is still following. By this time, however,

it had acquired its own major computer, an IBM 360-65, and it was the

Division’s task to operate, maintain and develop the Harwell computing

system. This acquisition meant a steady growth of Alan Curtis’s Mathematics

Group - as it was initially and Mathematics Branch as it became - and also

that our own diversification was initially into computing applications

(optimization methods and operations research, real-time systems, etc.).

Individuals moved into these applications from nuclear physics, atomic
t

physics and solid state physics. By 1970 these activities had grown so

substantially and become so diverse that it was necessary to subdivide the

Mathematics Branch into no less than four groups, (1) Numerical Analysis

(Mike Powell), (2) Operations Research (Ian Cheshire), (3) Real-Time

Computing (Ian Pyle) and (4) the Central Computer (Don Sadler).

The proximity of the computer itself, of computer experts and of

numerical analysts had its influence on the more traditional physics

activities. In particular the modelling of solids and liquids was becoming

established quite firmly by the end of the decade. But the initial effects

of the diversification programme were somewhat depressing to the morale of

the physicists; nuclear, atomic and solid state theory were all obliged to

contract, although the effects were made less severe by the continued
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presence of visitors and other attachments who still came as a consequence of

the reputation established in the early 1960 ’s. This side of the Division

therefore turned towards the major experimental projects - reactor materials,

reactor safety, heat transfer and fluid flow - and became increasingly

involved in a way which was more akin to the style in the 1950 ’s than to that

of the early 1960 ’s. The aim was to ensure that these projects obtained the

best possible assistance from theory by way of understanding, interpretation

of experiments and the construction of theoretical models. This meant that

we often had to wrestle with poorly characterized systems and to make our own

decisions on the important features of these systems; this is where the

theoretician’s understanding of fundamental principles and his (her)

particular ’Weltanschauung’ may differ from the experimentalist’s and make an

especial contribution to the success of a project. The end of the decade saw

a growing self-confidence in the Division in its ability to .tackle these

complex and applied problems successfully, a confidence which steadily grew

during the next ten years.

The 1970’ s. The Division thus entered the ’70’s broadly balanced

between applied mathematics and computing activities, on the one hand, and

theoretical physics activities on the other. Growth in these computing

activities had not, of course, occurred in Theoretical Physics Division in

isolation - as the articles by Roger Fletcher, Mike Powell and Ian Pyle

clearly show. One consequence was that in 1973 the major computer activities

at Harwell were brought together to form Computer Sciences and Systems

Division and that Mathematics Branch became part of it. Further departures

were to come. In 1975 Phil Hutchinson’s section of the Physics of Fluids

Group (under Peter Schofield) left to help found the new Thermodynamics



Division, while Peter Schofield himself transferred to Materials Physics
0

Division soon afterwards to take responsibility for all neutron beam work.

In the same year John Hubbard left us for the sunshine of California. The

rest of the 70 ’s saw the Division taking up new tasks (e.g. problems in

radioactive waste disposal, the theory of ultrasonic methods of

non-destructive examination and the modelling of oil wells) and expanding its

effort on some existing ones. It enters the 80 ’ s with a very wide programme

indeed.

After these many changes of personnel and programme one could reasonably

ask ’What is Theoretical Physics Division?’. Of rhe many replies one could

give I think it is correct to emphasize the talent, professionalism and

loyalty of the inidividuals within it, the coherence and confidence of the

whole and its style of working, fundamental and powerful but with its feet on

the ground. These characteristics are well illustrated in the detailed

articles which follow.

I am very grateful to those past and present members of the Division who

have taken time to write this valuable collection of reviews of fields which

either are or have been its province in the past 25 years. I would also like

to acknowledge the essential part played by my secretary, Mrs. Marjorie Owen,

in producing this volume.

(1) Margaret Gowing (assisted by Lorna Arnold), Independence and Deterrence,
Britain and Atomic Energy 1945-1952 (Macmillan, London, 1974) 2 vols.

6 .



Table

Atomic Energy Authority created.
Sir John Cockcroft is Director of Harwell.
Head of Theoretical Physics Division
Dr. B.H. Flowers (now Lord Flowers)
Groups: Nuclear Theory (T.H.R. Skyrme)

: Neutron Transport (J.H. Tait)
: Plasma Physics (W.B. Thompson)
: Accelerator Design (W. Walkinshaw)
: Solid State Physics (W.M. Lomer)
: Computing (J. Howlett)

T.P. Division moves from Building 329 to the new 8.9.

Neutron Transport Theory Group moves to A.E.E., Winfrith.

Accelerator Group moves to Rutherford High Energy Laboratory.

Dr. B. Schonland becomes Director of Harwell.

Dr. W.M. Lomer becomes Head of T.P. Division.

Dr. W. Marshall becomes Head of T.P. Division.

Dr. F.A. Vick becomes Director of Harwell.
Plasma Physics Group moves to the Culham Laboratory.
Dr. J. Howlett becomes Director of the Atlas Laboratory.
Applied Mathematics Group re-formed (A.R. Curtis).
Crystal Defects and Radiation Damage Group formed (A.B. Lidiard).

Atomic Theory Group formed (J.H. Tait).
Neutron Physics Group formed (P. Schofield).

Dr. R. Spence becomes Director Harwell.

Science and Technology Act empowers the Authority to do
non-nuclear work (’Section 4’).

Dr. W. Marshall becomes Deputy Director of Harwell.
Dr. A.B. Lidiard becomes Head of T.P. Division.
Applied Mathematics Group redesignated Mathematics Branch.

The IBM 360/65 is commissioned.

Dr. W. Marshall becomes Director of Harwell.
Dr. R.J.N. Phillips’ High Energy Physics Section of the
Nuclear Theory Group joins R.H.E.L.

1954

1955

1956

1957

1958

1958

1960

1961

1962

1963

1965

1966

1967

1968



1970 - Four new groups formed in the Mathematics Branch:
(i) Numerical Analysis (M.J.D. Powell)
(ii) Operations Research (I.M. Cheshire)
(iii) Computer Systems (I.C. Pyle)
(iv) Central Computer (D. Sadler)

1973 - Mathematics Branch joined the new Computer Sciences and Systems
Division.

1975 - Dr. P. Hutchinson’s Heat Transfer Section of the Neutron and
Liquid Physics Group joins the new Thermodynamics Division.

1976 - Dr. L.E.J. Roberts becomes Director of Harwell.

1979 - T.P. Division moves from Building 8.9 to the new 424.4.



Chapter II

TWENTY FIVE YEARS OF FUNDAMENTAL THEORY

J. S. Bell

This period has brought no revolution in fundamental physical theory.

In the absence of gravitation, Lorentz invariance remains a requirement on

fundamental laws. Einstein’s theory of gravitation inspires increasing

conviction on the astronomical scale. Quantum theory remains the framework

for all serious effort in microphysics, and quantum electrodynamics remains

the model of a fully articulated microphysical theory, completely successful

in its domain. However, a number of ideas have appeared, of great

theoretical interest and some phenomenological success, which may well

contribute to the next decisive step.

As regards Lorentz invariance, early in this period ) there emerged

a new consequence which came to be known as the ’PCT theorem’. In

conventional local field theories Lorentz invariance, by an analytic

continuation ), automatically implies a certain discrete symmetry

involving inversion in space (P), reversal of charges ( C )  and reversal in

time (T). This result came into prominence a little later when P was found

experimentally to be disrespected at the weak interaction level, and into

further prominence later still, in the mid-sixties, when CP and T symmetries

were found to be disrespected at a somewhat lower level. The violation of

parity was rather quickly and very fruitfully incorporated into weak

interaction phenomenology. The violation of CP and T remains even now

something of an undigested marginal curiosity, but is easily accommodated in

conventional theories ). Any experimental violation of PCT would be

much more embarrassing. None has appeared yet.

9



As regards gravitation, Einstein’s theory has passed a series of

increasingly sophisticated experimental tests ). But its prediction of

gravitational radiation remains unverified. ’ Such' radiation seemed to have

been detected in one experiment, but did not show up subsequently in

others ). The observed damping of a certain binary star seemed to

require the existence of such radiation, but at the time of writing it is not

clear that other damping mechanisms have been sufficiently allowed

for< 6 >.

The theory of gravitational collapse, and black hole formation, has been

much developed. Theorems on the inevitability of singularities raise hopes

for a natural and neat beginning and end to things ?). But these are

theorems in classical theory, and there are indications that the

singularities will not survive quantization ). A definite decision

requires first an agreed synthesis of general relativity and quantum theory -

not yet available despite much effort ). One remarkable quantum effect

has, however, been established by convincing semi-classical reasoning - the

energy of a black hole leaks away in the form of black body

radiation ®). Black holes are less permanent than had been thought.

In microphysics, quantum electrodynamics appears now, even more than at

the beginning of this period, a miracle of precision 1)  . In the light

of new experiments it seems valid, for electrons and muons, right down to the

level at which strong interactions inevitably intrude - by way of virtual

hadrons in vacuum polarization. Early in this period strong interactions

were themselves envisaged as governed by analogous quantum field theories.

But the experimental multiplication of ’elementary’ hadrons, and despair of

doing reliable calculations with large coupling constants, led to a movement

10



of many theorists away from field theory. Setting aside electromagnetism (as

’part of the equipment of the observer’) they theorized separately about

strong interactions and massive particles in terms of S-matrix concepts only,

invoking analyticity assumptions and ’bootstrap’ hypotheses - i.e. that all

hadrons are on the same level and each is somehow made up of the others.

This phase seems over, and quantum field theory is again the centre of

attention. One pointer back to field theory was the phenomenological success

of a simple composite model of hadrons, in terms of hitherto not directly

observed, and perhaps not directly observable, elementary ’quarks’. Another

was the success of certain sum rules and low energy theorems (collectively

’current algebra’) of field theoretic inspiration. Finally, and most

decisively, was the successful enlargment of quantum electrodynamics to cover

also weak interactions ) - in a way holding out hope for the further

incorporation of strong interactions on similar lines ).

In this last development the ideas of ’gauge’ symmetry and of ’hidden’

symmetry were vital ). Quantum electrodynamics permits certain

symmetry operations to be performed independently at different space-time

points, the resultant mismatch being taken up by a corresponding

transformation of electromagnetic potentials. This is the meaning of ’gauge’

symmetry; quantum electrodynamics exemplifies the simplest ’Abelian’ case.

Gauging non-Abelian symmetry groups involves replacing the photon by more

than one massless ’gauge boson’ - and the extra bosons mediate interactions

other than the electromagnetic. However, there is not, in fact, any great

symmetry apparent between electromagnetic and other interactions in nature.

Therefore the hiding (or, less appropriately, ’spontaneous breaking’) of the

symmetry is vital indeed. In fact the ground state of a system (the vacuum

11



here) need not exhibit all the symmetry of the fundamental equations* The

Heisenberg ferromagnet, with magnetisation pointing in some one of infinitely

many equally suitable directions, is the traditional example. It has been

found possible to contrive such a disymmetry of the vacuum so that the extra

bosons become effectively massive, thus distinguishing in range and effective

strength between the various interactions.

While these ideas were attractive in themselves, and permitted an

elegant marriage of electromagnetic and weak interaction theory, what really

attracted attention was the demonstration 5) that such theories are

’renormalizable’. That is to say that the infinities which plague all local

quantum field theories are under control in the same sense as in quantum

electrodynamics. It has to be noted, however, that the phenomenological

success, in weak interactions, so far involves only the lowest order and low

energies. The characteristic features of renormalizable theories will appear

only in higher orders or at higher energies. Even the (rather massive)

bosons supposedly mediating the weak interactions remain to be seen.

As a result of these developments an immense and continuing effort has

been devoted to non-Abelian gauge theories. A number of striking results

have been obtained, some of which may or may not be relevant for the

’confinement’ of quarks in composite systems, i.e. for their non-appearance

as free particles. Among the most beautiful and surprising of these results

was the discovery in some such theories of magnetic monopoles 6) a s

perfectly regular solutions of the classical differential equations



Magnetic monopoles are the most striking examples (in elementary

particle theory) of ’solitons’ - permanently compact solutions of the

classical equations. Even before quantization they represent ’particles’ of

some kind. Such mathematical objects and their possible relevance to

elementary particle physics were considered only by a couple of pioneers at

the beginning of this period ?). Only much later have they been more

widely studied. It has been conjectured that the ’bag' confining quarks may

be a related object. And the early conjecture that certain solitons, in

certain model boson field theories, are effectively fermions, has since been

brilliantly demonstrated ) e The old confidence no longer holds that

the fundamental fields must include a fermion field.

Among symmetries, available for gauging or not gauging, a quite new

species l ) has appeared in this period - so-called ’supersymmetry’.

Bose and Fermi fields, or particles of integer and half-integer spin, appear

here together in a given symmetry multiplet. Since these fields have

different Lorentz transformations, and respect commutation and

anticommutation relations respectively, this is no trivial addition to the

previous list of ’all possible symmetries’. Its appearance should perhaps be

used as a cautionary tale, illustrating the limited human ability to list all

possibilities - as also indeed could the final appearance of a renormalizable

theory of weak interactions. Supersymmetry has not yet been found relevant

in phenomenology, but is of very great theoretical interest. The

supersymmetry transformations, mixing with different Lorentz transformations,

necessarily involve space and time in a non-trivial way. Related to this,

the gauging of supersymmetry can generate, among others, a gauge boson of

spin 2 that can be used as the ’graviton’.

13



In this way certain ’extended supergravity ’ theories have been

constructed ) which exhibit - if suitable spontaneous breakdown is

anticipated - something like a unification of gravitational with weak,

electromagnetic, and strong interactions. At this time the most elaborate

version Is not quite rich enough for phenomenology. But it has remarkable

properties as regards divergences. In general, field theories involving

spins other than 0, | and 1 have much worse infinities and the

renormalization philosophy does not work. In ’extended supergravity’

theories there are miraculous cancellations at the one and two loop levels,

such that renormalization does work. What happens in higher orders is not

known.

It may be that from such considerations will emerge a theory of

gravitation which is as satisfactory as could be with perturbation theory

about flat space-time. However, for cosmological applications something more

than that will be required. It may also be that quantum cosmology will

require a solution of the infamous ’interpretation problem’ of quantum

mechanics. Quantum mechanics is still taught as giving only probabilities

for ’results of measurements’ on the given ’system’. When the ’system’ is

the universe, where is ’measuring’ equipment to be found? And where is the

’measurer’? There has been little progress with this ’interpretation

problem’ - whose very existence is denied by many. Among those who see it,

some (including Einstein) have considered adding extra variables (to the

quantum mechanical description of the system) for the probabilities (given by

the wave-function) to be about. Einstein hoped that such variables : light

restore not only objectivity, but also local causality, and perhaps

determinism. At the beginning of this period Von Neumann’s famous

’impossibility proof’, as regards the restoration of determinism, was

14.



still generally considered to be important • One small progress is that the

axiomatic basis of this theorem is now generally seen as arbitrarily and

unreasonably narrow. This would have been seen sooner if the provers of

theorems had paid more attention to the builders of models. At the same

time, however, the non-locality of quantum mechanics has been more explicitly

and quantitatively demonstrated. Any extra (or so-called ’ hidden’ ) variables

can only bring this non-locality into greater prominence. It seems therefore

that Einstein’s hope, of embedding quantum theory in a locally causal theory

defined by partial differential equations in ordinary space-time, is no

longer tenable. The situations which are critical in this matter do not

involve extremes of energy, distance or time. But they are experimentally

delicate, and even the new experiments of the last decade are far from the

critical ideal. As far as they go they support quantum mechanics rather than

locality(20) .
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Chapter III

25 YEARS OF HIGH ENERGY PHYSICS

R.J.N. Phillips

High energy physics is about sub-nuclear particles, and the first thing

to notice is how their numbers have multiplied. In 1954 a few dozen were

known, including strange meson and baryon states, but during the sixties

partial-wave analyses of scattering data uncovered a huge spectrum of excited

states. These had the additive quantum numbers that were already known

(charge, baryon number, strangeness) and decayed rapidly to a few long-lived

or stable components. Since 1974, tiowever, new quantum numbers have appeared

too (charm, beauty, ...) in new, heavy and relatively long-lived particles.

There is also a new lepton tau with its own neutrino, similar to the electron

and muon but apparently quite independent. The population has thus exploded

both in the number of sub-nuclear species (labelled by quantum numbers) and

in the number of energy levels within each species ).

This abundance of particles has been remarkably well explained by the

quark model ), which was evolved in the sixties. A few basic spin-|

entities called quarks are postulated and the known strongly interacting

particles (hadrons) are interpreted as quark-anti quark or as three-quark

states. Strong interactions conserve all quarks, so with n types (flavours)

of quark we get n additive quantum numbers. If interquark forces do not

depend on flavour we get an SU(n) symmetry for the strong interactions. The

spectroscopy of the fifties and sixties can all be explained by three

flavours of quark (labelled u,d,s with electric charges 2/3, -1/3, -1/3) that

provide three additive quantum numbers plus an approximate SU(3) symmetry -
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broken by ascribing unequal masses to the quarks. There is, however, a small

but significant complication; the observed spectrum calls for a three-quark

ground state that is totally symmetric in spin and space co-ordinates,

apparently violating the spin-statistics theorem. The solution is to

postulate a new internal degree of freedom (colour). Each quark belongs to a

triplet representation of an SU(3) colour symmetry, whereas the observed

hadrons are supposed to be colour singlets; the resulting three-quark ground

states are antisymmetric in their colour indices and overall antisymmetry is

restored.

In sub-huclear spectroscopy quarks never appear in isolation, and indeed

they might seem to be purely a mathematical convenience. The first

indications of a possible deeper significance came with the identification of

orbitally excited states: quarks began to look much more like real particles.

Since 1968 a series of scattering experiments involving big momentum transfer

have pointed even more strongly to a particle-like identification. The

proton is a rather soft and extended object in sub-nuclear terms: it cannot

absorb big momentum transfer - it disintegrates - and the elastic ep ep

scattering cross section therefore falls dramatically at large Q

(invariant momentum-transf er squared). Measurements show, however, that

inelastic scattering ep eX does not fall in the same way; somewhere among the

disintegrated proton’s constituents there seem to be hard, pointlike objects

that can absorb big Q . May they, in fact, be quarks? Detailed analyses

indicate that these objects have spin of and their electromagnetic and

weak interactions correspond closely to what we expect for quarks. They seem

to collide like particles, recoil like particles, but in the final stages

nevertheless conspire to group themselves into qq and qqq systems so that

18.



bare quarks are never seen. Apparently there is a selection rule allowing

only colour-singlet isolated systems. However, the energy and momentum of a

fast recoiling quark are transmuted into a jet of hadrons that can be

identified. Quarks give a meaning and a dynamics to jets.

Weak interaction theory too has changed radically. The discovery of

parity and charge-conjugation violation for weak interactions in 1956 led

quickly not to confusion but rather to the universal V-A current-current

interaction. This form suggests a gauge theory analogous to quantum

electrodynamics (Q.E.D.), where the weak interactions are transmitted by

charged and neutron bosons analogous to photons, and these neutral bosons

predict new "neutral current" transitions. Neutral currents were duly

observed in 1973, but a theory based on u,d and s quarks alone also predicted

s d transitions that were not observed. The most economical solution was a

more symmetrical theory containing one more charge 2/3 quark, c. When this

quark too was discovered in 1974 it seemed a clear vindication of

gauge-theoretical principles, and most of the present thinking is now in this

direction. The present standard SU(2) x U(l) gauge model with spontaneous

symmetry breaking unites weak and electromagnetic interactions in a single

formalism: it successfully predicts ten independent neutral current matrix

elements in terms of a single parameter ).

Since gauging works for these electro-weak processes, what about strong

interactions? Colour SU(3) could be a gauge symmetry: if so, there are

coloured gauge bosons (gluons) analogous to photons, transmitting forces that

could be the basic strong interactions. This quantum chromodynamics (Q.C.D.)

is being studied intensively and seems the most promising present approach to
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strong interactions. There are important differences from quantum

electrodynamics (Q.E.D.) since gluons not only couple to colour sources but

are themselves coloured, and couple to each other. The theory is

asymptotically free; the renormalized coupling constant depends on the

relevant momentum scale, and for very high momenta it tends logarithmically

to zero. This offers a new area of application for perturbative field

theory, successful in Q.E.D. but previously ineffectual for strong

interactions. Conversely, at low momenta (or large distances) the theory has

unfamiliar divergences that may conceivably explain colour confinement - the

apparent requirement that isolated systems be colour singlets ).

There is even hope of combining strong and electro-weak forces in a

single Grand Unified Gauge Theory with spontaneous symmetry breaking. Such a

theory would explain the quantization of charge. It would also treat leptons

and quarks on the same footing, putting them in the same super-multiplets;

hence some of the new gauge bosons would necessarily transmute quarks into

leptons and allow nuclear matter itself to decay. For example, the proton

might decay via p*yye + . Candidate theories of this kind put the proton

lifetime near 10 0 years, close to the present experimental limits on

this quantity ).

We talk mostly of quarks and gluons nowadays, but they are not the only

possible language for hadron physics. In the framework of S-matrix theory

there is a symbiosis of particles and forces. Forces can generate particles,

as bound or resonant states of other particles; on the other hand, the

exchange of particles generates forces. So particles generate forces which

generate particles, and in principle there might be a "bootstrap" solution in
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which all particles generate each other. The sixties saw determined attempts

to construct dynamical bootstrap solutions, with Increasingly sophisticated

treatments of particle exchange (fixed poles, Regge poles) and methods of

relating exchange forces to the particles they create (N/D approximation,

duality). This approach implies sub-nuclear democracy - all particles are

equally basic - and is the antithesis of the quark model. However, no

complete workable dynamics was found, although there was quite extensive

success in correlating many previously disconnected areas (6).

These paragraphs have sketched just a few of the new ideas, arbitrarily

omitting many others, but they illustrate astonishing changes. Twenty-five

years ago who would have guessed at parity violation, or an invisible

quark-gluon infrastructure, or proton instability? What will the next

quarter-century astonish us with?
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Chapter IV

NUCLEAR REACTIONS

A. M. Lane

1. Relevance of Nuclear Reaction Studies to Atomic Energy

Nuclear energy is released by reactions that occur between colliding

nuclei. Part of the internal energy of the colliding nuclei is converted by

the reaction into kinetic energy of the final nuclei, and therefore into

usable heat energy. This is true both for fission reactions (typically

resulting from neutron-uranium collisions) and fusion reactions (arising from

collisions of certain light nuclei). Each reaction at each colliding energy

has a characteristic cross-section which describes the probability that the

reaction process occurs. Of all the physical parameters that enter into the

design of a reactor, the most directly relevant and crucial are the reaction

cross-sections that determine the energy-releasing processes. If

cross-sections are small, no net energy release occurs; if they are large,

reactor controls must be designed to restrict the energy release to

manageable amounts.

This essential role of nuclear cross-sections in reactor design accounts

for the extensive theoretical and experimental studies in these quantities at

nuclear energy research stations. When possible, cross-sections are measured

by experiment using focussed beams of charged particles from accelerators or

collimated beams of neutrons from various kinds of sources. Sometimes

experimental measurement is not feasible; suitable target materials may not

be available, or beam resolution may be inadequate. In such cases,

theoretical studies are needed to give a guide to the magnitude of the
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r equ i r ed  c ros s - sec t i ons .  Even i f  such  d i r ec t  suppor t  were  no t  needed ,  t heo ry

s t i l l  has  a r o l e  in  a hea l t hy  r e sea rch  programme by provid ing  phys ica l  i n t e r -

p re t a t i on  o f  the  r e su l t s  o f  t he  expe r imen ta l i s t s .

At Harwel l  ove r  the  l a s t  twen ty- f ive  yea r s ,  bo th  expe r imen t  and theory

have s t ruck  a ba lance  be tween work on  c ros s - sec t i ons  o f  d i r ec t  p r ac t i ca l

re levance  t o  r eac to r s  and  on those  re levan t  t o  an ove ra l l  unde r s t and ing  o f

r eac t ion  p roces se s .

2 • P re -  1954 Background

There  a r e  two kinds  o f  r eac t i on  p roces s  that  dominate  nuclear  r eac t i ons ,

the  so -ca l l ed  ’’compound nuc l eus”  and ’ ’d i r ec t ”  p roces se s .

2 .1  Compound nuc l eus  p roces s

In  t h i s  ca se ,  t he  two co l l i d ing  nuc le i  fu se  comple t e ly  t o  form an

in t e rmed ia t e  s t a t e  which  subsequen t ly  decays .  Th i s  two- s t ep  p roces s  was

f i r s t  p roposed  by Bohr in  1936 ,  and  was be l i eved  for  many yea r s  t o  be t he

dominan t  mechanism fo r  nuc lea r  r eac t i ons .  Th i s  be l i e f  was founded  pa r t l y  on

the  expe r imen ta l  obse rva t ion  in neu t ron  cap tu re  o f  ve ry  i n t ense  narrow

resonances  in the exc i t a t i on  cu rves .  . Such re sonances  a r e  d i r ec t  ev idence  for

the  ex i s t ence  o f  l ong- l ived  in t e rmed ia t e  s t a t e s .  Another  sou rce  o f  the

be l i e f  was the  f ac t  o f  ve ry  s t rong ,  sho r t - r ange  nuc lea r  fo r ce s .  Th i s  made i t

appea r  qu i t e  na tu ra l  tha t  any  in t e r ac t i on  between two co l l i d ing  nuc le i  should

lead  to  a comple t e  merg ing  o f  the  two bod ie s .  A key concep t  he re  i s  tha t  o f

the  mean f r ee  pa th  o f  a nuc l eon  aga ins t  a co l l i s i on  w i th  o the r  nuc l eons .  The

na tu re  o f  nuc l ea r  fo r ce s  sugges t s  a ve ry  sho r t  mean f r ee  pa th ,  w i th  the

imp l i ca t i on  t ha t  co l l i d ing  nuc l e i  f u se  qu i ck ly  i n to  each  o the r .
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At low bombarding energies, the resonances (which correspond to unbound

levels of the combined nuclear system) are widely spaced and narrow, so that

at most one ie excited at a given energy. In 1938, a detailed theory was

given of this kind of resonance excitation, and the resulting cross-section

expression was called the Kapur-Peierls dispersion formula.

At higher bombarding energies, resonances become wider and more closely

spaced, so they begin to overlap and eventually the cross-section becomes

smooth. Nevertheless, it is composed of a dense set of resonances. In 1938,

Bethe gave a theory for such situations in which he assumed that the

amplitudes with which different states are excited are random. This

assumption was in the spirit of the Bohr theory and resulted in an expression

for the cross-section which was the product of two factors, one for each of

the entrance and exit channels. This product form enshrined the independence

of the formation and decay processes implied in the Bohr theory. (In fact,

Bethe’ s theory was only semi-quantitative. It was not explicitly consistent

with formal requirements like the unitarity of the scattering matrix. It is

only in the period 1964-76 that rigorous derivations have been given of the

product formula).

2.2 Direct processes

About 1950, in (d,p) reaction studies, features were observed that were

in violation of expectations from compound nucleus theory. The angular

distribution was found to be strongly peaked in the forward direction, in

sharp conflict with the near-isotropy expected. (This isotropy is an

expression of the compound nucleus concept that the decay process has ’no

memory’ of the formation process). The observed facts were quickly described
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by a new theory, that of ’’direct” processes (or ’’stripping” in the particular

case of (d,p) reactions). In this description there is a single interaction

between the colliding nuclei that directly causes a transition to the final

nuclei, without the intervention of an intermediate state.

Since the establishment of this ’’direct” process in (d,p) studies,

counterparts have been found in almost all kinds of reaction. Depending on

the reaction and on the energy, one process or the other may dominate, but in

general both are present.

In the simplest descriptions, one pretends that the processes are

independent and that the cross-sections are calculated separately, then

added. In fact, provided that cross-sections are averaged over resonances,

it is formally correct to add them. However, this does not mean that they

can be calculated independently; indeed they affect each other in a

complicated way which has only recently received adequate theoretical

treatment.

This brief survey gives the background to the contributions to nuclear

reaction theory that have occurred at Harwell over the last twenty-five

years.

3. Nuclear Reaction Theory at Harwell 1954-79

During this period, almost all developments in nuclear reactions were

assisted by contributions from Harwell. These contributions include:

Optical Model for Nucleon Reactions (A.M.L.)

Nucleon-Nucleon Scattering (J.K.P.)
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Alpha- Alpha Scattering (J.K.P.)

Theory of (d,p) Reactions with Coulomb-Effects (C.F.C.)

Neutron Capture Reactions (A.M.L. , C.F.C., J.E.L.)

Calculation of Individual Resonance Widths (A.M.L.)

R-Matrix Theory of Resonance Reactions (A.M.L.)

Coulomb Scattering by Deformed Nuclei (C.F.C.)

Calculable Theory of Reactions (A.M.L.)

Reactions with Doorway States (A.M.L., J.E.L.)

Isospin-dependent Optical Potential for (p,n) Reactions (A.M.L.,

J.M.S.).

Reactions with Analogue States containing Fine Structure (A.M.L.)

Correlations between Partial Width Amplitudes of Resonances

(A.M.L.)

Sum Rules for Spectroscopic Factors (C.F.C.)

Time-Reversal Violation in Reactions (C.F.C.)

Sum-Rules for Photonuclear Reactions (A.M.L.)

Threshold Anomalies (A.M.L.)

Theoretical Analysis of Proton Scattering at the Analogue of

2O8 p b  (D.W.)

Optical Model Analysis of Scattering Data (D.W.)

Hauser-Feshbach Analysis of Compound Nucleus Data (D.W.)

The initials are those of the relevant authors, i.e. C.F.C. = C.F. Clement,

J.K.P. = J.K. Perring, A.M.L. = A.M. Lane, J.E.L. = J.E. Lynn, D.W. = D. Wilmore,

J. M.S. = (the late) J.M. Soper.
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4. Representative Selection of Harwell Work

Rather than trying to give an account of all the above items, a few

items of central importance will be chosen and expanded upon.

4.1 The optical model

In describing reactions initiated in a nuclear collision process, the

most basic features are the cross-sections for elastic scattering and for

absorption. The absorption is composed of all reaction cross-sections, and,

with the elastic cross-section, it forms the total cross-section. The Bohr

model, with its very short mean free path, implies that the wave-function of

relative motion of the colliding nuclei has only in-going components at the

point where the nuclei meet, thereby enshrining the idea of strong

absorption. However, the discovery of direct reactions in 1950 meant that

the mean free path was not as short as that implied by this picture. Rather,

one should relax the in-going-wave assumption to allow for the fact that

sometimes the incident particle can return to the entrance channel. This

means that the nucleus presents to the incident particle a potential which is

not entirely absorptive, and therefore can refract as well as absorb, i.e. it

is an optical potential.

The notion of a mean free path long enough to enable the particle to

survive a transit across the nucleus caused some consternation in the face of

the strength of nuclear forces. However, this feature was also implied by a

concurrent development in nuclear structure, viz. the rise of the independent

particle model, and therefore had to be accepted as fact. The key to the

paradox is the Pauli Principle which effectively dilutes the collision power

of nuclear forces by forbidding many transitions. For an incident nucleon,
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this effect is very strong at low energies where nearly all states allowed by

energy and momentum conservation are forbidden. This means that the

absorption part of the optical potential is strongly reduced. In 1955, a

simple quantitative theory of this effect was given, and this fitted the data

on absorption.

This discussion of the optical potential has been a semi-classical one,

and has not mentioned the underlying quantum aspects embodied in resonances.

In 1955, a theory was given which built the bridge between the

phenomenological model, and the full microscopic description involving the

fine-scale resonances.

4.2 Neutron capture theory

In a series of papers between 1957 and 1976, the theories of reaction

mechanisms were applied to neutron capture. Because of the striking

resonances at low energies, it had been assumed that neutron capture was

exclusively a compound nucleus process. This is almost true at low energies,

but less so at higher energies where the compound nucleus cross-section is

sharply reduced by other competing decay channels. Even at low energies,,

between resonances, there is a small direct cross-section.

It was shown in 1957 that 14 MeV capture cross-sections could not be

understood in compound nucleus terms, but that they required a direct

mechanism. Later studies showed that the direct mechanism was not simply a

matter of the incident particle making a radiative transition to a bound

orbit, but was modified by collective effects that redistribute the radiative

strength in energy. The result was the "semi-direct mechanism" in which the
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incident particle excites the giant dipole resonance while being scattered

into a bound orbit, with the subsequent radiative decay of the giant

resonance. This picture continues to be the standard one for discussion of

fast nucleon capture.

In the low-energy region, direct capture rarely shows itself in the

cross-section, being drowned by the compound nucleus cross-section. However,

it shows itself dramatically in another form. As we saw in our introductory

remarks, the two mechanisms cannot operate independently, but must affect

each other. The most striking effect is that the presence of direct capture

implies that there are correlations between the neutron and radiative widths

of resonances. Over the years an impressive list of experimental cases of

correlations has been accumulated, and these have been explained ), at

least semi-quantitatively , as a consequence of direct capture.

4.3 Reactions at doorway states with fine structure

If the compound nucleus process dominated reactions, then all aspects of

I
reactions would be statistical, and the absorption cross-section in any I

|
channel would be a smooth function of energy. An early indication that other

processes could occur was the discovery that broad z resonances occurred in

neutron absorption cross-sections, and these were fitted with the optical

model. Since then, much more concentrated and dramatic peaks have been found

in certain situations; prime examples are in fission channels (arising from

so-called Class II doorway states) and in proton channels (arising from

analogue states). In both cases, high resolution studies often show that the

peak is composed of a large number of fine-structure resonances, whose

parameters vary systematically with energy in order to give the peak observed
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with normal resolution. The interplay between the fine- and gross-structure

has been a fascinating and profitable area of study (6), especially when

there is a backg round ; with which the doorway state interferes (giving the

so-called Robson Asymmetry).
tc

In heavier nuclei, the fine-structure is not resolvable, and one has

only the gross-structure, although this may often be observed in several

channels. A good example is Pb(p,p r ) where the! analogue of 2,08

appears in several inelastic cross-sections. The theoretical description of

this situation has been given with an elaborate coupled-channels

calculation ? ) , in which Coulomb effects give rise to the line-broadening

of the analogue.

4 . 4 Sum-rules for spectroscopic factors

When (d,p) and (p.d) data on a given target are analysed with direct

reaction theory, the result is a collection of a large number of

spectroscopic factors for adding a neutron or a neutron-hole to the target.

In certain cases, these may be fitted individually by appropriate theory, but

often this is not possible because the theory (shell-model with configuration

mixing) is prohibitively complicated. Then it is extremely useful to analyse

the data with sum-rules ). When the target has non-zero spin, there are

many of these rules, with less parameters than rules. (This applies to

energy-weighted, and non-energy-weighted rules). Thus there are, in effect,

powerful consistency checks, as well as equations for the parameters. The

values from this analysis are complementary to those obtained from fitting

energy spectra, and greatly tighten up the whole process of fitting theories

of nuclear structure to the" available data.
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Chapter V

ELECTRONIC COLLISIONS

P. G. Burke

1. Introduction

The study of the collisions of electrons with atoms, ions and molecules

has seen an enormous increase in activity, both theoretical and experimental,

over the last twenty-five years. At the beginning of this period, the

subject of electronic and ionic impact phenomena, which also includes thermal

energy and high energy ion-atom, atom-atom and atom-molecule collisions, was

comprehensively described within the covers of one book by Massey and

Burhop(l\ Twenty years later, in the early 1970’s, Massey, Burhop and

Gilbody, in the monumental second edition of this book, needed no less than

five volumes to cover this subject ). To-day, only five years later, it

is impossible to contemplate ever bringing this subject together in this way

again.

The growth in the subject has been caused by many factors. Perhaps the

most important of these is the continuing and, indeed, ever increasing need

for electron collision cross-sections in many applications. These include

( i )  the need for accurate rate coefficients to enable the electron densities

and temperatures to be determined in astrophysical plasmas, such as stellar

atmospheres, (ii) the role these processes play in gas lasers and (iii) the

need for these cross-sections in understanding plasma fusion devices. On the

experimental side, the development of new techniques and improved electronics

has enabled a new generation of experiment to be carried out. No longer is

it possible to measure only total or perhaps differential cross-sections.

Instead, by using spin-polarized beams and various electron-electron and
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and e lec t ron-photon coincidence techniques and l a se r  pumping techniques  i t

i s  now o f t en  pos s ib l e  t o  measure the complete  sca t t e r ing  ampl i tude ,  perhaps

involving exc i ted  s t a t e s .  These exper iments ,  o f  cou r se ,  provide  a much more

s t r ingen t  t e s t  o f  the theory and enable a deeper  understanding o f  the reg ions

o f  app l i cab i l i t y  o f  d i f f e r en t  theore t ica l  models  t o  be  deve loped .  F ina l ly ,

on  the theore t ica l  s i de ,  new approaches  have been developed and the se ,

coupled  wi th  the vas t ly  improved computing f ac i l i t i e s  which a re  now

ava i lab le ,  a r e  enabling accurate  c ros s - sec t i ons  t o  be  ca lcu la ted  in many

cases  o f  i n t e r e s t .

This review wil l  concentrate  on theore t i ca l  developments  which have been

made in the l a s t  twenty-five yea r s .  From th i s  point  o f  view i t  i s  o f t en

convenient  t o  d iv ide  the energy range for  the incident  e l ec t ron  in to  low,

in termedia te  and high energy reg ions .  In the low-energy region  the ve loc i ty

o f  the incident  e l ec t ron  i s  o f  the same o rde r  or  l e s s  than the ve loc i ty  o f

the  e l ec t rons  in the ta rge t  which a re  taking an ac t ive  par t  in the co l l i s i on .

In  t h i s  r eg ion  only a few t a rge t  s t a t e s  can be  ene rge t i ca l ly  exc i t ed .  The

intermediate-energy region extends up t o  an energy where the ve loc i ty  o f  the

inc iden t  e l ec t ron  i s  typical ly  about four  t imes the  ve loc i ty  o f  the ac t ive

t a rge t  e l ec t rons .  This  i s  the hardes t  r eg ion  to  t r ea t  t heo re t i ca l l y ,  s ince

an  in f in i t e  number o f  t a rge t  s t a t e s  can be exc i t ed  and a l so  because  ion iz ing

co l l i s i ons  a re  pos s ib l e .  F ina l ly ,  the high-energy reg ion  i s  cha rac t e r i zed  by

the  rapid  convergence o f  per turba t ion  theory  and ,  a t  su f f i c i en t ly  high

ene rg i e s ,  the  f i r s t  Born approximation wil l  usua l ly ,  but  no t  a lways ,  be

app l i cab l e .

2 .  Low Energ ies

At low ene rg i e s ,  the co l l i s i on  has many o f  the f ea tu res  o f  a bound s t a t e

p rob lem.  The wave-function desc r ib ing  the co l l i s i on  can be  accura t e ly
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represented in terms o f  a sum o f  conf igura t ions ,  similar to the conf igurat ion

interact ion expansions used for  bound-state calculat ions o f  atoms and

molecules* This so  called close-coupling expans ion ,  in t roduced by Massey and

Mohr (3 )  £n the 1930 ’ s  and developed by Seaton and many others

since,  can be  wri t ten fo r  an electron incident on an N-electron target  a s :

-KI ,  2 . *  **,N + 1) - ( 1 ,2  * . ,N)  Fi(N + 1) + IX iC l»2 , . . ,N  + 1) a £ (1 )

where the $£ a r e  a f in i te  number o f  low- ly ing  ta rge t  s t a t e s  - those  which

a re  important in  the col l i s ion  - while the F desc r ibe  the mot ion  o f  the

scat tered e lec t ron  and the *1 are addi t iona l  funct ions allowing for

electron-electron correla t ion, ,  which vanish  unless all  the e lec t rons  a r e

c lose  together.  The to ta l  wave-function i s  antisymmetrized by the

ope ra to r  Jc in accordance with the Pauli exclusion pr inc ip le .  If the

expansion (1 )  i s  subs t i tu ted  into the Kohn var ia t iona l  p r inc ip le  then coupled

in tegro-d i f  fe ren t ia l  equat ions  a re  ob ta ined  fo r  the rad ia l  pa r t s  o f  the

functions F , which are  coupled ■ t o  linear equat ions  fo r  t he  coe f f i c i en t s

Then, from the asympto t ic  form of  the F the S-matrix and

consequently the cross-sect ions  fo r  t r ans i t i ons  between the s t a t e s  $£  can

be  obta ined .

An important development in the 1960 r s was the r ea l i za t i on ,  par t icular ly

by  Spruch and h i s  col leagues  ) ,  t ha t ,  a s  fo r  bound- s t a t e  p rob lems ,  t he

so lu t ion  o f  the s ca t t e r ing  problem , co r respond ing  to  expansion (1 ) ,  s a t i s f i ed

cer ta in  bound p r inc ip l e s .  As an example ,  i f  t he  g round  s t a t e  o f  the  t a rge t

i s  known accu ra t e ly ,  t hen  the phase-sh i f t  c a l cu l a t ed  us ing  expans ion  (1 )  i s  a

l ower  bound on  the  exact  phase - sh i f t  a t  low ene rg i e s ;  t he  ca l cu l a t ed  phase

wil l  i nc rease  mono ton ica l ly  towards  t he  exact  phase - sh i f t  a s  t he  number o f
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terms in the expansion is increased. Although the situation is more complex

if the target states are imprecisely known, these bound properties of the

solution are a major reason why reliable results can be obtained in this

energy region.

Of course, in order to obtain these results, it is necessary to solve

accurately and speedily the coupled equations resulting from expansion (1).

In the case of electron scattering by light atoms and ions, where

relativistic effects are unimportant, considerable progress has been made in

this area in the last ten years and numerical methods and general computer

program packages have been developed which now enable accurate cross sections

to be calculated for an arbitary target >7)* However, for electron

scattering by heavy atoms and by molecules, the situation is less

satisfactory. In the former case, relativistic effects, and, in the latter

case, the multi-centred nature of the electron-molecule interaction,

considerably complicate the form of the equations which must be solved.

However, for both heavy atoms and molecules, recent theoretical developments

in the use of L -integrable (square-integrable) wave-functions in

collision calculations have opened up the possibility of modifying standard

bound-state program packages to calculate collision cross-sections ) e

These developments are being actively pursued by many groups and recent

results, particularly in the case of electron-molecule collisions, are most

encouraging ) e

It is also important to mention the fundamental role which resonances

play in low-energy collisions. Although it was known in the 1930 ’s that

resonances could occur, it was not until the early 1960 ’s that Fano lO)
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firmly focussed attention on their importance in photo-ionization processes.

Shortly after this, the first detailed calculations and observations showed

that resonances were a common feature of all low-energy collisions of

electrons with atoms, ions and molecules 1 . Since then their

importance in such processes as di-electronic recombination, vibrational

excitation and dissociative attachment has been clearly established.

Nevertheless, certain basic questions still remain unanswered when the

resonances involve interactions between more than two electrons, as is the

case in the post-collision interaction discovered by Read and

collaborators ) 9

To conclude this discussion of low-energy collisions, the decisive

influence which the development of multichannel effective-range or

quantum-defect theories have had, particularly for electron-ion collisions,

must be mentioned l -lS) . These theories describe the behaviour of

cross-sections in the neighbourhood of thresholds in the presence of a

long-range, attractive, Coulomb interaction and they enable the resonance

structure below threshold to be predicted from a knowledge of the scattering

amplitude above threshold. As well as enabling a complicated resonance

cross-section to be described in terms of a few parameters, the theory also

provides a convenient way of interpreting experimental results.

3. Intermediate Energies

Turning now to intermediate energies, where an infinite number of target

states can be energetically excited, it should first be noted that expansion

(1) now has the wrong asymptotic behaviour. This is because only a finite

number of target states can be included in the expansion and because there is
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no easy way of including the continuum states. Nevertheless, one approach

which has had some success is based on this expansion in which some of the

target states are replaced by suitably chosen ’pseudo-states’, i.e. states

which are not eigenstates of the target Hamilitonian. * Instead these

pseudo-states each represent an average in some sense over the complete set

of target eigenstates. For example, Damburg and Karule G) have shown

how pseudostates can be constructed for atomic hydrogen, which represent the

first-order distortion of the target in the field of the scattered electron,

and this technique has now been extended to treat any atom or molecule.

Using this approach, cross-sections for the excitation of atomic hydrogen

have recently been calculated which are in good accord with experiment at

intermediate energies. There is no basic reason why the same Could not be

done for more complex targets.

A number of other approaches involving some form of analytic

continuation in the complex energy plane have recently been introduced at

intermediate energies > 1?) , The essential point about these approaches

is that by a suitable choice of continuation, an L -integrable trial

wave-function can be used, thus avoiding the difficulty of explicitly having

to construct the asymptotic form. However, such approaches have so far been

limited to elastic scattering from atomic hydrogen, and it remains to be seen

how far it will be possible to extend them to describe inelastic electron

collisions with complex atoms and molecules.

At this stage it is appropriate to mention the developments which have

been made in the theory of ionization. It is almost exactly twenty-five

years since Wannier ) w rote his paper on the classical theory of
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ionization. In this theory , he predicted that the ionization cross section

near threshold had the form

a ~ EM27

where E is the excess energy from threshold. For many years there was

considerable controversy about this, result .with arguments made that a linear

threshold law would be obtained using a fully quantal theory. The situation

was clarified in the early 1970’s by Peterkop ) a nd Rau O), who

showed that Wannier’s result was not inconsistent with quantum mechanics, and

by Cvejanovic and Read l) , who studied the ionization of helium

experimentally and obtained results which supported Wannier’s law and which

were definitely inconsistent with a linear behaviour at threshold. However,

a completely ab-initio theory, which is capable of predicting the magnitude

and shape of the ionization cross-section close to threshold, is still

lacking.

4. High Energies

The theoretical understanding of electronic collisions at high energies

has also seen many significant advances in recent years. Perhaps the most

important of these is the realization that the first Born approximation does

not always give the leading contribution to the cross-section. For example,

inelastic collisions at large scattering angles are dominated by the second

term in the Born series, in which the scattered electron interacts once with

the nucleus, to give a large scattering angle, and once with a target

electron to give . excitation. Byron and Joachain 22) a series of

important papers have also made the point that, in order to obtain consistent
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results as the energy decreases from a very high value, it is necesssary to

retain all terms in the Born series having the same energy dependence. In

this way they find that the correction to the first Born approximation must

involve terms from the real part of the third Born amplitude, as well as the

second Born amplitude. They estimate the third Born contribution using an

eikonal approximation and their results are in very satisfactory agreement

with experiment.

5. Highly Excited States

The last topic which will be mentioned in this review is electronic

collisions involving transitions- between highly excited states. It is in

this area where classical theories, which saw an enormous resurgence in

interest following the work of Grysinski ) s ome twenty years ago, have

really come into their own. It is clear that quantal theories based upon

expansion (1) are generally only appropriate up to a value of the principal

quantum number n of about three or perhaps four, after which the number of

states which need to be coupled becomes prohibitively large. However, highly

excited states with an n value up to 105 have been observed in the

laboratory, while radio-frequency observations of interstellar gas clouds

have detected transitions between even higher values of n. For example, in

1965 an emission line at 5.4 GHz was observed coming from the Orion nebula

and attributed to a transition between the levels n = 110 and n = 109 of

atomic hydrogen. In a recent review, Percival and Richards(24) have

examined regions of validity of various approaches which can be used to

calculate transitions between these states. These range from purely

classical calculations, using Monte Carlo methods, to methods based on Bohr’s

or Heisenberg’s correspondence principles. The theory is now reasonably
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complete for energy-changing collisions in which the target is in a state

within n greater than 5; however, this leaves a possible gap involving n

about 4 or 5, where new approaches are still required.

6 • Conclusion

In conclusion, although the field of electronic collisions has seen very

substantial advances in the last twenty-five years, there are still many

problems outstanding, and the field promises to continue to be as active and

exciting in the future as it has been in the past.
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Chapter VI

INTERATOMIC COLLISIONS

J. S. Briggs

1. Relevance to Harwell Programmes

The study and understanding of interatomic collision processes has been

closely interwoven with the development of nuclear physics and its

technological applications since' the early days of this century. However, it

must be said that the relevance ; of such studies to nuclear power development

has often been to provide insight into ancillary, but nonetheless vital,

processes involved in the fission and fusion reactions. An example from the

very earliest days of nuclear physics was the necessity to understand the

stopping power of solids and liquids for fast charged particles (e.g. protons

and ot-particles) passing through them. Even to-day, these studies form a

cornerstone of what is known as radiation physics, that is, the physical and

biological effects of ionising radiations. However, stopping power is a

gross measure of the interaction between heavy projectile ions and target

atoms. Increasingly over the last fifteen years, which roughly marks

Theoretical Physics Division’s involvement in the problem, has emerged the

need to unravel in much greater detail the inelastic events occurring in the

close collision of two atomic systems. Specifically, the aim has been to

develop the theory of the angular and energy distributions of the fragments

(e.g. free electrons, charged ions and photons) emerging from the collision

as a function of the collision velocity. The development of the detailed

theory and particularly the involvement of Theoretical Physics Division in

this development, has kept in step with the increasing relevance of atomic

collision processes in the broadening of the Authority’s interests over the

last ten years or so. Particularly noteworthy are the applications in the
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field of ion-solid interactions, e.g., ion implantation, Auger and X-ray

electron spectroscopy and ion-beam simulation of radiation damage processes.

Potentially even more important is the increasing recognition of the

important role of atomic collision processes in the fusion programme

where a-particle heating, all manner of impurity energy-loss processes and

neutral beam injection depend crucially upon the magnitude of cross-sections

for electron capture and loss in heavy ion-atom collisions.

It is with this background that we come to discuss the steps in the

development of the theory of inelastic atom-atom collisions and the impact of

the particular contributions made by members of T.P. Division. It can be

asked, and often is, just what problems remain in the field of atomic

collisions where the forces are known to be purely Coulombic, where (apart

from some aspects mentioned below) non-relativistic theory is sufficient and

where the interaction with the radiation field can often be considered only

in first-order perturbation theory. The answer to this lies in three aspects

of the problem. One is the rather obvious fact that one is dealing with a

quantum-mechanical few-body problem; that is to say, the number of particles

(nuclei, electrons and photons) is, in general, neither so few to allow

reduction to an effective one- or two-body problem, nor so great to manifest

either statistical or ’many-body’ behaviour, for example by the occurrence of

collective excitations. The second is that the Coulomb force is notoriously

difficult to handle both analytically and numerically. Being inversely

proportional to the interaction distance, it is essentially of infinite range

and so gives rise to the Coulomb-wave phase-shift which must be accounted for

even in the ’zero-order’ problem, i.e. outside the interaction region. For
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this reason, many of the proofs and manipulations of formal scattering theory

become invalid for the Coulomb potential. Finally, because atomic

cross-sections are often large (10~ - 10~24 C m ) by the standards

of nuclear or particle physics and thus are easy to measure, the accuracy of

the measurements imposes a similar accuracy upon the theory which seeks to

explain them. For these reasons the theory of atomic collisions still

presents unsolved problems, particularly in the case of ionisation and

re-arrangement collisions.

2. Historical Development

The theory of atomic collisions concerns the calculation of energy and

momentum transfer between nuclei and electrons interacting via the Coulomb

force. Different energy and momentum transfers lead to different final bound

or unbound states and the aim of the theory is to calculate cross-sections

for such processes. Almost all atom-atom collisions lead to the emission of

photons either during or after the collision and the frequency and angular

dependence of this photon emission provides a sensitive test of collision

theories.

The earliest theories concerning the scattering of bare charged

particles by atoms were wholly classical and included the theories of

Thomson ) and Bohr (2) f or 3“- and a-particle excitation of atoms and

of Thomas ) for re-arrangement of electron-capture collisions. The

simplest quantum-mechanical descriptions of these processes were given very

soon after the invention of quantum mechanics by Be the (4),

Oppenheimer ) a nd Brinkman and Kramers ) a nd were among the first

quantum treatments of scattering processes. All of these theories discussed
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the impact of a bare nucleus and employed first-order perturbation theory in

the interaction of the incident particle with the initially bound atomic

electron. Not long afterwards, Massey and Smith jS) presented a

non-perturbative approach, applicable to slow collisions and called the

’’perturbed stationary states” approximation. This approximation adopts the

viewpoint that the collision is almost adiabatic so that electrons occupy

molecular electronic states during the collision; transitions between such

states are then effected by the motion itself, i.e. by the slight

’ non-adiabaticity’ of the collision. Although the original formulation

contained several shortcomings, this simple idea has had far-reaching effects

in the field of atomic and molecular collisions and, incidentally, has even

found its way lately into descriptions of nuclear inelastic collisions.

After the initial activity of the early 1930’s atomic collision research

tended to take a back-seat to its nuclear counterpart in the 1940 ’s and

1950 ’s. The theory too consolidated only slowly. In 1948 Bohr )

published his classic monograph on the penetration of charged particles in

matter. Apart from a continuing undercurrent of theoretical work from the

Massey school in the U.K. and a review of inner-shell ionisation by bare

particle impact by Merzbacher and Lewis in 1958 little of importance

was published. However, the 1960 ’s saw a quickening of interest in atomic

collisions and, in particular, in new experiments on heavy atom-atom

collisions where both collision partners carry electrons into the collision,

where there is a deep interpenetration of the inner electron shells and where

many modes of fragmentation of the atom-atom system (final channels) are

available. (A few such experiments had been conducted in the 1930 ’s )

but had been subsequently forgotten.) This period coincided with the
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interest of T.P. Division in atom-atom collisions.

Although we shall mostly describe the contributions of the members of

the Atomic and Molecular Physics Group under the leadership of Dr. John Tait

in the period 1960-1979, it is not immodest to say that much of this work was

highly innovative and often parallelled or led similar development of the

theory in other laboratories. Hence the story of the work of T.P. Division

presents us with a reasonably accurate overview of the recent development of

interatomic collision theory. The contribution falls into two main parts.

Up to 1970, interest concentrated on the lighter collision systems involving

protons, a-par tides and the helium and hydrogen atoms at collision energies

in the range 1 keV - 1 MeV. After 1970 interest broadened to include the

collisions of heavy atoms, such as the 0 + -Ne collision system which was

used as a prototype for the development of scaling laws for inner-shell

excitation in any heavy-ion collision. At this time a comprehensive theory

of photon emission accompanying a heavy-ion collision was also developed.

3. The Born Expansion and Beyond

It is fortunate that, largely as a result of the small ratio (m/M) of

the electron mass to the nucleon mass, the nuclear motion can often be

described accurately by a given classical trajectory of impact parameter b

and initial collision velocity _v. Then the problem reduces to the

calculation of the scattering wavefunction (r,!) of electrons moving in the

time-dependent potential of their mutual interaction and that of the two

nuclei. Hence a solution of the electronic Schrodinger equation

CH(t) - E- = 0 (1)

is sought, where H is the total Hamiltonian of the atom-atom system.
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Although this classical trajectory approximation is not always admissible it

will be used here for the sake of simplicity. The transition amplitude to

some particular final state is obtained as

f (b ,v )  = Lt <Mt ) |T  + ( t )>  (2)I

where ¥ + (t) is that solution of eqn.(l) which propagates forward in time

from an initial state $ (t). The transition cross-section is obtained by

integration over all impact parameters _b, i.e.

o(v) = | db | f (b ,v ) |  2 . (3)

The amplitude f can also be written asco
f = iT J <$  f (  t ) l  V f ( t ) | ' F  + ( t )>  d t  (4)

-00

where Vf(t) is that part of the total Hamiltonian which is not diagonalised

in the final channel. In the earliest work the simplest first Born

approximation was made by replacing the exact scattering wavefunction T + (t)

by the incident channel wavefunction (t). For excitation and some types

of ionisation this approximation gives the leading term in the total

cross-section when the collision velocity far exceeds the electron orbital

velocities. For slower collisions or for aspects of differential

cross-sections this is not so and the first Born approximation fails. For

re-arrangement collisions (electron capture) it does not even provide the

leading term in fast collisions and the convergence of the Born series is in

doubt. For this reason the early theories of atom-atom scattering are of

very limited applicability.
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In a series of papers Cheshire and co-workers put forward several

ingenious methods to go beyond perturbation theory in the solution of the

collision problem for light systems. The aim is to include distortion of the

initial and final states as a result of intimate interaction with the Coulomb

fields of the nuclei. Cheshire adopted a variety of methods to do this,

depending upon the particular inelastic event under consideration. In most

cases the simplest system + H(ls) was considered. Then the three-body

collision problem reduces to a one-body problem in the classical trajectory

approximation and for hydrogen the exact undistorted wavefunctions are known.

Cheshire’s first method ) was to expand both the wavefunction + (t)

and the Coulomb operator Vf(t) in partial waves about the target nucleus as

origin. This leads to a set of coupled equations for the amplitude of each

partial wave which can be solved numerically to give the exact scattering

amplitudes. As the partial wave sum must be truncated to small angular

momentum values to make the problem tractable, the method is most suited to

excitation or ionisation of electrons into target states of small angular

momentum. Since it uses a target-based expansion it is not suitable for

charge exchange.

To handle the problem of charge exchange and the strong distortion

required to transfer an electron from a bound state around one nucleus to a

bound state around the other, Cheshire and co-workers suggested several

methods ) o f which the most useful has proved to be the ’continuum

distorted-wave’ method.

The continuum distorted-wave method is an example of the general class

of distorted-wave approximations much used in nuclear physics. The final
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state, #f(t), satisfies

H f *f = 1h & *f

channel Hamiltonian. The

function Xf which satisfies

(H f + U f )Xf = ft £ Xf

(5)

undistorted state is

(6)

where Hf is the final

replaced by a distorted

when the transition amplitude becomes, instead of (4)

00

f = r | < x 
f ( t )  | (V f -u f ) |'P + ( t )>  dt  (7)

—00 *

The distorting potential Uf is arbitrary but is chosen to give a high

overlap of the states Xf with the continuum intermediate states involved in

charge transfer. Higher order distorted-wave approximations are obtained by

approximating the exact wave function ¥ successively by the initial

wave-function and its distorted version Xf This method was applied

successfully by Cheshire to proton-hydrogen collisions and recently has found

wide application in the asymmetric collision systems ) o f interest in

fusion plasmas.

Charge transfer under Coulomb forces is peculiar in that at high

velocity the second Born term gives a larger contribution to the

cross-section than does the first Born term. Cheshire has shown that his

distorted-wave method gives the correct high-velocity limit of the second

Born approximation. Briggs 6) has considered an alternative

distorted-wave approximation, misleadingly called the impulse approximation,

and demonstrated that this approximation too provides the correct second Born

limit, contrary to what was previously believed \
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It is interesting that the theoretical prediction of the importance of

the second Born term has not to date been confirmed experimentally. The

dominant second-order term has been shown ) to correspond exactly in

the limit of large quantum numbers to a classical double-scattering capture

mechanism considered by Thomas as long ago as 1927 3 )  e For many-electron

targets Thomas showed that this double-scattering can lead to the capture of

one electron and the simultaneous ejection of another electron with a fixed

momentum. Only recently have Briggs and Taulb jerg(19) ( a frequent

visitor to the Division from Aarhus, Denmark) shown that a quantum-mechanical

treatment of this process also leads to a characteristic ejected electron

spectrum whose observation may provide a convenient experimental signature of

the second Born term. In the same vein, Dube O), another member of T.P.

Division, has generalized the second Born theory to include transfer between

atomic states of arbitrary quantum number and suggested that the observation

of the polarisation of photons emitted upon the decay of excited electron

states formed by capture could also lead to identification of the

asymptotically dominant double-scattering process described by the second

Born approximation.

4. Close-Coupling Expansions

Such studies of the fundamental behaviour of electron re-arrangement

collisions are of rather academic interest since they involve high-velocity

expansions, although with hydrogenic wave-functions analytic results may be

obtained. However, to describe collisions at velocities of experimental

interest, resort is made to the greater flexibility of numerical methods.

The most useful non-per turbative approach, which has been developed

extensively in T.P. Division over the years, (also for electron scattering,
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see  the a r t i c l e  by P .G .  Burke in t h i s  vo lume) ,  i s  the method o f  c lose -

coupling o r  e igenfunct ion expansions .  The bas ic  idea i s  s imp le .  The s t a t e

vec to r  |'F> represent ing  the exact  sca t t e r ing  wave-function i s  approximated by

a l inear  combinat ion o f  known funct ions  I i »e .

= £ a JV  = * (8)n

where a and | ip> a re  column vec to r s  o f  f i n i t e  dimension N. The bes t

approximat ion  t o  the exact  s t a t e  | y> in a va r i a t iona l  sense  i s  given by the

vec to r  a which s a t i s f i e s  the  s e t  o f  coupled  d i f f e r en t i a l  equa t ions ,

da
(( i t )  = =• -  ( 9 )

where S i s  the over lap  mat r ix  w i th  elements S mn = <ip | ip > and M i s

the  coupl ing  mat r ix  wi th  e lements

M n.n = Tt 'V  ■

The numer ica l  so lu t i on  o f  the  N-dimensional  problem (9 )  sub j ec t  t o

app rop r i a t e  boundary cond i t i ons  a l lows  the t r ans i t i on  ampl i tude  t o  any f ina l

s t a t e  t o  be  ca l cu la t ed  v ia  equa t ions  (8 )  and (2 ) .  Although s imple  in

p r inc ip l e ,  i n  p r ac t i ce  the neces s i t y  t o  p re se rve  the Ga l i l ean  invar iance o f

the  t ime-dependent  Schrodinger  equa t ion  under the frame t r ans fo rmat ions  which

occu r  in re-arrangement co l l i sons  imposes  a severe  r e s t r i c t i on  on the form of

the  bas i s  s t a t e s  ip n , which  leads  t o  cons ide rab l e  ca lcu la t iona l

d i f f i cu l ty .

Chesh i r e ,  Gal laher  and Tay lo r  1 )  per formed probably the most

soph i s t i ca t ed  ca l cu l a t i ons  o f  t h i s  type  us ing bas i s  func t ions  o f  bound a tomic

cha rac t e r  augmented by ’ ’p seudo- s t a t e s”  des igned  to  r ep re sen t  the continuum
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adequately. When applied to proton-hydrogen atom collisions involving

excitation and charge transfer to low-lying states a close agreement with the

experimental results was obtained and the considerable structure in total and

differential cross-sections explained.

When the collision velocity is less than electronic orbital velocities,

the formation of a collision complex signals the necessity to use basis

functions which are eigenstates of the temporary molecule, a feature first

emphasised in this context by Fano and Lichten 2)- e Then the solution of

eqn. (9) corresponds closely to the perturbed stationary states method of

Massey and Smith \ In order to retain the calculational simplicity of

atomic states, Cheshire(23) proposed to approximate the molecular states

by atomic states defined with a time-varying nuclear charge representing

molecule formation. This variable charge is decided by a subsidiary

variational condition (although the variational problem is now non-linear).

This method has recently been generalized ) t o  allow a complex

effective charge to represent loss into unobserved inelastic channels.

Explicit calculations on the proton-hydrogen atom collision at low velocity

using molecular basis states have also been performed and these combine

smoothly with those of Cheshire et al as the collision velocity is raised.

The success of close-coupling methods in simple systems is hard to

repeat when both colliding atoms carry several electrons. This is due to the

complexity of the many-body problem, particularly regarding the electron-

electron interaction. However, as a result of pressure to understand the

inelastic processes involved in heavy-atom collisions, Briggs, Macek,

Taulbjerg and Vaaben have, in the period since 1971, developed
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methods 25) w hich, at least for inner-shells, allow the calculation of

cross-sections to be made in a close-coupled basis of Hartree-Fock molecular

states. The development of scaling laws for inner-shell excitation 6)

was an important advance allowing rapid and universal application of these

results. To-day, with the exception that the relativistic time-dependent

Dirac equation rather than the Schrodinger equation (1) must be used, the

same method is used to discuss inner-shell vacancy formation in, for example

1 GeV U+ - U collisions ?) - remarkable energy at which to do atomic

physics! In such collisions, the binding energies of electrons in temporary

molecular levels can exceed the electron rest mass. Then the same methods

can also be used to discuss positron states and positron emission ®).

5. Continuum X-ray Emission

Before 1971, only photons of a discrete frequency corresponding to the

decay of levels in isolated atomic or ionic fragments after the collision had

been observed in single ion-atom collision experiments. However, in a

variety of experiments since then 2 9  \ both at low and high velocity, new

types of continuum emission, corresponding to radiative decay processes in

the collision complex, have been identified. Some of the earliest

experiments of this type were performed by Cairns and Marwick of Metallurgy

Division. Briggs and Dettmann O )  formulated a unified theory of photon

emission in heavy-ion collisions incorporating both characteristic and

continuum frequency photons. The amplitude for emission of a photon with

frequency and polarisation vector e is written

f x (uj) = (Zir/w) -1  | dt  <'Ff(t)|e x . £ |4 (  t ) >e lWt  (10 )

-co

where p is the total electron momentum and ’•'f - are forward and
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backward time-propagating solutions of eqn. (1) . It is apparent from

equation (10) that observation of photon distributions provides, in a Fourier

analysis sense, information on the time development of the collision complex.

By contrast, observation of final channels only, via eqn. (2), provides only

information on the t+® behaviour of the scattering wavefunction. Hence the

photon-fragment co-incidence experiments performed nowadays provide a far

more sensitive test of collision theories. As a consequence, the theory of

Briggs and Dettmann has been suitably generalized !) to discuss the

polarisation and angular distribution characteristics of emitted radiation.

An interesting result of this work was the prediction 2) t hat photon

emission provides the asymptotically most probable mechanism of electron

capture, a result of some importance for the studies of asymptotic capture

cross-sections mentioned previously.

6 • Technical Applications

Although in the foregoing we have emphasized the more fundamental nature

of the development of atomic collision theory over the past twenty years or

so, many detailed applications of the methods have been made by members of

the Atomic and Molecular Physics Group in this and related fields. Thus,

Cheshire and Poate ) and Briggs and Pathak(34) discussed the

stopping power of crystalline solids for channelled heavy-ions. Drepper and

Briggs 5) a nd more lately Day 36) a re developing the theory of the

momentum distribution of ejected electrons (the delta-rays of radiation

physics) when atoms collide. Vaaben and Briggs ?) a nd Greenland's)

have used the molecular states expansion method to discuss the population

inversion resulting from charge transfer in such asymmetric systems as

C + +H(ls), Which are of importance to the problem of impurities in fusion
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plasmas. Hodgkinson and Briggs 3 9  ) used similar methods to describe

symmetric charge transfer in the outer shells of colliding heavy atoms at

thermal velocities." The same authors have contributed to the theory of

fragmentation of atoms and molecules under laser irradiation ). This

is the inverse of the collisional emission problem considered above and,

since the light source is strong, it requires an appropriate generalization

of the perturbative interaction of the collision complex with the radiation

field embodied by eqn. (10). Tait, Taylor, Faisal, Burke and

Scrutton l) considered the recombination of oxygen atoms in collision

with CO molecules as an aid to the understanding of graphite corrosion

processes.

So it is seen that the work of Atomic and Molecular Physics Group in the

field of atomic collisions over the past twenty-five years has involved a

marriage of fundamental development and technical application, the hallmark

of the operations of Theoretical Physics Division.

1. J. J. Thomson, Phil. Mag. 23 , 449 (1912).

2. N. Bohr, Phil. Mag. Z5, 10 (1913); 30, 581 (1915).

3. L.H. Thomas, Proc. Roy. Soc. 114 , 561 (1927).

4. H.A. Bethe, Ann. der Phys. _5, 325 (1930).

5. J.R. Oppenheimer , Phys. Rev. 31 , 349 (1928).

6. H.C. Brinkman and H.A. Kramers, Proc. Acad. Sci. (Amsterdam), 33, 973
(1930).

7. H.S.W. Massey and R.A. Smith, Proc. Roy. Soc. A114 , 188 (1934).

8. N.F. Mott and H.S.W. Massey in The Theory of Atomic Collisions, 1st Edn.
(Oxford University Press, 1933).

9. N. Bohr, K. Dan. Vidensk. Selsk. Mat. Fys. Medd. No. 18 (1948).

10. E. Merzbacher and H.W. Lewis in Handbuch der Physik, Ed. S. Fl ugg e, Vol.
34, p.166 (Springer-Verlag: Berlin, 1958).

55



lie V.V. Afrosimov, Yu S. Gordeev, M.M. Panov and N.V. Federenko, Sov. Phys.
- Tech. Phys. 9_, 1248, 1256, 1265 (1965) and E. Everhart and Q.C.
Kessel, Phys. Rev. Lett. 14, 247 (1965).

12. 0. Beeck, Ann. der Phys. _6, 1001 (1930) and W.M. Coates, Phys. Rev. 46 ,
542 (1934).

13. I.M. Cheshire and E.*C. Sullivan, Phys. Rev. 160, 4 (1967).

14. I. M. Cheshire, Phys. Rev. Al 38, 992 (1965) and Proc. Phys. Soc. 84, 89
(1964).

15. R. Shakeshaft, J. Phys. B7, 1734 (1974). and D.Z. Belkic, J. Phys. BIO,
3491 (1977).

16. J.S. Briggs, J. Phys. BIO, 3075 (1977).

17. M.R.C. McDowell and J.P. Coleman in Introduction to the Theory of
Ion-Atom Collisions, (N. Holland: Amsterdam, 1970) p.418.

18. L. Spruch, Phys. Rev. A18, 2016 (1978).

19. J.S. Briggs and K. Taulbjerg, J. Phys. B12, 2565 (1979).

20. J.S. Briggs and L. Dube, J. Phys. B. (in press).

21. I.M. Cheshire, D.F. Gallaher and A.J. Taylor, J. Phys. B3 , 813 (1970).

22. U. Fano and W. Lichten, Phys. Rev. Letts. 14, 627 (1965).

23. I.M. Cheshire, J. Phys. Bl, 428 (1968).

24. M. Kleber, to appear in J. Phys. B.

25. J.S. Briggs, Rep. Prog. Phys. 39 , 217 (1976).

26. M. Kleber, J. Phys. Bll, 1069 (1978).

27. Be Muller, G. Soff and W. Greiner, Zeits. fiir Phys. A285 , 27 (1978).

28. W. Betz, G. Heiligenthal, J. Reinhardt, R.K. Smith and W. Greiner in The
Physics of Electronic and Atomic Collisions, eds. J.S. Risley and R.
Geballe, (Univ, of Washington Press: Seattle, 1975) p.531.

29. W.E. Meyerhof and K. Taulbjerg, Ann. Rev. Nuc. Sci. 27, 279 (1977)..

30. J.S. Briggs and K. Dettmann, J. Phys. BIO, 1113 (1977).

31. J.S. Briggs, J.H. Macek and K. Taulbjerg, J. Phys. B12 , 1457 (1979).

32. J.S. Briggs and K. Dettmann, Phys. Rev. Letts. 33, 1123 (1974).

33. I.M. Cheshire and J.M. Poate in Atomic Collision Phenomena in Solids,
eds. D.W. Palmer, M.W. Thompson and P.D. Townsend, p.351 (1970).

56



34. J.S. Briggs and A.P. Pathak, J . Phys. C.6 L173 (1973).

35. F. Drepper and J.S. Briggs, J. Phys. Bj), 2063 (1976).

36. M. Day, J. Phys. B. (to be published).

37. J. Vaaben and J.S. Briggs, J. Phys. BIO, L521 (1977).

38. P.T. Greenland, J. Phys. Bll, L191 (1978).

39. D.P. Hodgkinson and J.S. Briggs, J. Phys. B9, 255 (1976).

40. D.P. Hodgkinson and J.S. Briggs, J. Phys. BIO, 2583 (1977).

41. J.H. Tait, A. J. Taylor, F.H.M. Faisal, P.G. Burke and D. Scrutton, Vlth
ICPEAC, abstracts p.63O (M.I.T. Press: Cambridge, Mass., 1969) and J.
Phys. B2!, 1155 (1969).



Chapter VII *

DEVELOPMENTS IN PLASMA PHYSICS

AND CONTROLLED FUSION

William B. Thompson

1. Introduction

In the twenty-five years since the founding of the Authority, the

pursuit of thermonuclear fusion has expanded from a preoccupation of a small

group of eccentrics to a major research industry employing thousands and

spending hundreds of millions of pounds. It would be nice to report that as

spending has exceeded the initial estimates, progress has lived up to the

expectations of that early group. In spite of the thousands and millions,

however, there is still no evidence for the release of significant amounts of

energy in any controlled fusion experiment. Those fusion reactions which

have been produced have made themselves known only through countable fluxes

of neutrons, i.e. via very sensitive detectors.

Although the practical production of fusion power remains a goal

glimpsed in the distance (perhaps it is even a mirage), in its pursuit a good

deal has been learned about the physics of plasmas, which has had some impact

outside the fusion field. Indeed, astrophysicists now find plasmas

everywhere, from the earth’s ionosphere to quasars, perhaps the most distant

observable objects; the only non-plasma place being the solid earth, and even

here solid state physicists have invoked plasmas to explain such processes as

the anomalous transmission of radio waves through metal films and

fluctuations in the high current conductivity of semiconductors.
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It is, of course, not possible to give an adequate account of the last

two decades of developments in plasma physics, but let me outline a few.

2. Oscillations, Waves and Instabilities

Perhaps the simplest class of problem is that of small oscillations

about a given equilibrium, since these can be treated as linear. Simple

fluid models of uniform systems predict high-frequency plasma oscillations,

in which electrons and ions move in opposite directions, and modified sound

waves in which they move together. In a uniform magnetic field the complex

phenomena predicted by the Appleton-Hartree theory of ionospheric propagation

appear even if thermal effects are ignored \ A major advance was made

by Vlasov ). He observed that on the relevant time scale collisions

were unimportant, and that rather than behaving as a gas with a local

equation of state, the electrons move largely independently, and should be

described by a distribution function f and its disturbance 6f(x,v,t) which

satisfies a Boltzmann equation with no collisions. This led to a dispersion

relation in the form*

20)
P

k (1)

This describes not only the high frequency oscillations, but at low

frequencies the Debye screening of a charge in a plasma. If, in addition to

the electrons, the contribution of the ions is allowed for, then Vlasov’s

dispersion relation will also describe the plasma analogue of normal sound

wave s •

* The symbols used in this and the subsequent equations are mostly ’standard’
but their definitions are collected together at the end of this article.
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Landau ) criticized the work of Vlasov, observing that if the

solution is to be causal, the pole in the integral must be retained. This

has the rather surprising consequence of inducing an imaginary term

2ITT U)p k.-|£ 6(w + j<.yj d \ ( 2 )

into the dispersion relation and hence to the collisionless damping of

oscillations. Such damping is usually associated with an increase in

entropy, but, in the Vlasov equation, the distribution function f and hence

the entropy

S = Jflnfd 3 v

are constants. During the early 50 ’s there was some theoretical controversy

on the subject of Landau damping, which was of great importance in the

developing theory of plasma stability.

A major experimental advance was the experimental demonstration of this

phenomenon by Malmberg and Wharton ). The experiment required the

transmission of Langmuir waves on a neutralized electron beam, which

travelled parallel to a strong magnetic field, so that the disturbed motion

was one-dimensional. The distribution function and the perturbed electric

field were measured by probes. The damping of waves was found to depend in

the correct way on the distribution function. Moreover, the electron

afdistribution could be ’clipped’ so that both f and were zero at the phase

velocity of the wave, whereupon the damping disappeared.

The importance of this development lies in the central role of Landau

damping in plasma stability theory. Although some types of instability can
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be more or less described by representing the plasma as an ideal conducting

fluid, and then considering the sign of variations in the potential energy

integrated over the plasma volume

B 2 (3)

or by extending the fluid model to include finite resistivity, there are many

other modes of instability that arise because the Landau ’damping’ term has

the wrong sign for damping. The simplest of these are velocity-space

instabilities in spatially uniform systems; for example, plasma waves, or

electromagnetic waves driven by the free energy in the non-Maxwellian

In complex magnetic geometries it is often necessary to

use some approximation to get at the distribution function, often an

expansion in powers of the gyro-radius which uses the adiabatic invariants of

Almost any source of free energy can be trapped to drive some

instability. However, the Landau modes usually abstract energy from only a

small class of particle and although hard to stabilize, they do not usually

disrupt an equilibrium violently, but lead instead to an anomalous diffusion

which may or may not be tolerable.

3. Plasma Turbulence

A further important development has been in the non-linear theory of

plasma oscillations. There have been four developments here, namely (i)

quasilinear theory, (ii) the theory of parametric instability, (iii) the wave

kinetic theory and (iv) the single wave theory. The first of these starts by

constructing the Boltzmann analogue of Reynolds stresses. Thus if f and E

are the fluctuations in the distribution function and the field, then the
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mean value of the distribution function f satisfies

£ + V.Vf + 4 5f> = 0 (4)

If the system is unstable, the electric field amplitude develops as

[ v .  6( U+ k.v)  d \ |E |  2 (5)

(6)

while

| <E.- 3f> = 7m - 3 v m 2
|E| 2 6(w + k.v) -r-2. dwd 3 k11  —- oV

3

This pair of equations gives a description of the distortion in the average

value of the distribution function, and the switching off of a velocity space

instability ®)  • Under some circumstances the description seems adequate.

An important and successful application of the quasi-linear theory has been

unravelling the loss process in mirror machines where the instabilities are

driven by the loss cone in velocity space.

If non-linear effects are important, then waves can scatter off each

other. An important role is played by the plasma number n =

which is conserved on interaction, and is determined by the wave analogue of

the Boltzmann equation

f 3 36(w k -wk .-w k „ )  v 
k>k  ' j k  " (  n 

k 
n k ' -  n k '  n k ,, ) d k ' d k " U )

3n.
aT + X-Vg n 

k - 2yn k

where v ff is the group velocity, y is the linear damping coefficient and V

is a scattering matrix. The study of this equation has formed a considerable

industry (9) *
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If a single intense pump wave is applied to a plasma, this may couple a

pair of plasma modes together - the classical example being the coupling of a

Langmuir wave to an ion acoustic mode by a transverse wave close to the

plasma frequency. The coupled wave kinetic equations may then admit

exponentially-growing unstable solutions which can lead to greatly enhanced

power absorption 10) . These processes are of great importance in the

anomalous back-scattering of intense laser beams. For example, an incoming

and a reflected electromagnetic wave may combine to produce either a Langmuir

plasma wave, as in induced Raman scattering, or an ion acoustic wave, as in

induced Brillouin scattering - processes which are predicted to be of

importance when the spatial scale length is great compared to the optical

wave length. In most present day experiments these are less important than

the resonance absorption that occurs at non-normal incidence, where the

transverse electric field couples with the density gradient to produce a

rapidly amplifying longitudinal wave. Near the critical surface defined by

the equation co = u)p , where the electrostatic wave is resonant, field

strengths can become so large that the porideromotive force, V(E /8 7r),

exceeds the plasma pressure with the result that the wave digs a hole, the

so-called ’caviton’, in the plasma. These ’cavitons’ are typical of a class

of coherent non-linear structures which have attracted a good deal of

attention(H) . Unstable Langmuir waves may grow to such a value that

cavitons are formed. If less free energy is available, growing Langmuir

waves saturate by trapping resonant particles in a potential well ).

Non-linear ion acoustic modes may take the form of solitons, persistent

solutions to a non-linear wave equation that can survive collisions' ).

Another non-linear structure is the more or less persistent double charge

layer, a region of locally high electric field.

63



A major problem which is currently fashionable is that of the relation

between such coherent non-linear structures and the chaotic behaviour

characteristic of turbulence or of statistical mechanical systems generally.

It is here that plasma theory comes close to exciting recent developments in

classical mechanics ( ) e

4 • Basic Kinetic Theory

The classical work of Chapman and Cowlingd ) contained a

development of the kinetic theory of ionized gases which included the effect

of magnetic fields strong enough that the cyclotron frequency 2 was

comparable to the collision frequency v. Although this work retains its

value, the treatment of the Boltzmann collision integral was rather

arbitrary. Thus, in its primitive form, the collision integral diverges

because of the long range of the Coulomb force, so that many-particle rather

than two-particle encounters determine the evolution of the distribution

function. Landau showed, (16) aS Jeans had done before him in a

discussion of stellar collisions ?), how the Boltzmann integral, for

small collisions, led to a Fokker-Planck equation, viz.

+ (8)

where

e 4
J = —k £nA

nr
(1 - 99 ) (4  -y \3V

f ( v ) f ( v )

and

£ = V. - V
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although again an arbitrary cutoff was needed, and hidden in A

By using a modification of the theory of liquids, as developed by

Bogoliubov, Born, Green, Kirkwood, Yvon and others, in which one starts not

from the Boltzmann function f(x) but from the Liouville function,

F(x]/ »xn’ v 1‘ , v N> » ifc has proved possible to develop a fairly

consistent kinetic theory of the plasma, the Balescu-Lenard equation 1 8  ).

This can be more easily developed by analogy with the quasi-linear theory,

except that the fluctuating fields have their origin not in instabilities but

in the discreteness of charged particles ) , The diffusion current J

then may be written

, t o kk 6(w + k.v)
J = d v I d kdu) — _______ 3

e(w,k)| \9v - 7) (9)

If only the large k behaviour of £ is taken into account this reduces to

Landau’s form, but without the use of an arbitrary long range cut off.

A more subtle consequence of this development is that the electron

correlation function may be calculated; furthermore, since this determines

the radiation scattering properties of the plasma, it may be measured.

Attention was drawn to this problem when the Doppler shift of back-scattered

radiation was used by Bowles O) t o  estimate the electron temperature in

the ionosphere, with ridiculously low results. Dougherty and Farley l)

showed that if the change in wave number k was less than the Debye wave

number, kj), then scattering was dominated not by fluctuations in the free

electrons but by the correlations induced by the Debye shielding clouds
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around ions. Ever since these measurements, the scatter of radiation has

proved a most important method of investigating plasma.

A further important development was the long mean-f ree-path version of

kinetic theory. In a magnetically confined plasma it is reasonable to think

of kinetic processes in which the collision’ frequency is not the highest but

the lowest frequency in the problem; and then to discuss kinetic theory

backwards, as it were, putting in particle dynamics and geometrical effects

before collisions. An interesting result of this is the ’banana’ diffusion

in Tokomaks, in which collisions induce transitions between drift surfaces,

which can be separated by much more than a Larmor radius. As a result,

diffusion is determined not by the classical vr , but exceeds this by a

ratio of order B ./B which is usually large 2). Although the

neo-classical theory comes close to a description of the observed diffusion

in Tokomak systems, there remain discrepancies arising from instabilities.

In the less dense regions of the plasma, a current-driven ion wave leads to

quasi-linear diffusion, while near the centre an unstable tearing mode

disrupts the flux surfaces, forming magnetic islands and permitting a radial

transport along magnetic field lines that imitates diffusion. In spite of

some succeses, plasma kinetic theory is as yet incomplete. Long range

correlation and wave-induced transport are important, and the role of

non-linear coherent structures is still unclear.

5 • Developments in Fusion

Great advances have been made possible in relating theory to experiment

by the spectacular development of computation. Even in the best designed

experiments, the detailed comparison with theory usually calls -for numerical-
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solutions. By use of such methods a body of dependable understanding is

slowly being developed. Meanwhile, in fusion experiments, computation has

permitted the analysis and design of fairly complex equilibrium

configurations. In the analysis of stability, the computer again plays an

essential role. An important recent development has been programs which can

assess ideal stability by explicitly computing the change in fluid potential

for an arbitrary displacement's) # In the study of resistive modes,

numerical solutions to the eigenvalue problem permit the analysis of

realistic geometries* These studies have shown, for example, that Tokomaks

of non-circular cross-section can have improved stability. More generally,

they have had a considerable impact in the experimental program. In the

analysis of diffusion, particularly of anomalous diffusion, computation has

been essential in relating theory to experiment.

In kinetic theory, particle simulation codes have helped our

understanding of plasma behaviour, particularly in showing how instabilities

develop.

Even in the theory of linear wave propagation computation has permitted

detailied studies of absorption and has suggested that heating can be

localized on particular internal surfaces. This has been demon-

strated ) in the ’Bumpy Torus’ system, and it raises the possibility of

controlling the temperature and pressure profile. This might make it

possible to preserve a shear stabilized Z-pinch in stable equilibrium, a much

happier candidate for a practical thermonuclear reactor than is a Tokomak.
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Meanwhile, new approaches to fusion, in particular the possibility of

producing micro-explosions by compressing and heating deuterium-tritium

pellets by external pulsed power sources, open new challenges to plasma

theory(25) e What happens as a real plasma interacts with intense

radiation? What the the properties of strongly interacting and partially

degenerate plasmas?

Although this approach initially depended on lasers as drivers, other

possible drivers are being studied, especially ion beams. Currents of

millions of amperes at energies of a few MeV might be produced by the

steadily developing pulsed power technology which is based on Marx generators

and water storage lines; while thousands of amperes at a few GeV of heavy

ions might be produced by developments of linear accelerators and storage

rings(26). Major plasma problems are concerned with the propagation and

focussing of the ion beams, as well as with target interaction.

Our knowledge of plasma physics grows slowly and painfully, for, in

spite of their importance, basic studies do not use a significant fraction of

fusion budgets. Nonetheless, even though a practical fusion reactor is still

around the corner, significant progress has been made and we can now approach

problems on a fairly sophisticated level - although we cannot yet claim to

have anything like an adequate understanding of the subject.
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Lis t  o f  Symbols

B Magnetic  Induct ion

B and
<p

Bq Angular components  o f  magnet ic  induct ion  in sphe r i ca l
co -o rd ina t e s .

c Ve loc i ty  o f  l i gh t .

e E lec t ron ic  cha rge .

E Elec t r i c  f i e ld  vec to r .

E k Energy in mode k .

f D i s t r i bu t ion  func t ion  fo r  e l ec t rons .

f o Equi l ibr ium d i s t r i bu t ion  funct ion .

Relat ive  ve loc i ty  vec to r ,  g = • v - y .

1 £ = sJ Igl*
k Wave-vector  o f  a d i s tu rbance  component .

k B Bol tzmann’  s cons t an t .

m Elec t ron  mass .

n E lec t ron  number dens i t y .

r L Larmor r ad ius ,  mcv / eB .

P Fluid  p re s su re .

T Absolu te  t empera tu re .

_v E lec t ron  ve loc i ty .

V _L Tangent ia l  ve loc i ty  o f  an e l ec t ron  round the f i e ld  l i ne .

kk’  k" Ef fec t i ve  po ten t i a l  for  mode in t e r ac t i on .

_x E lec t ron  pos i t i on  vec to r .

y Rat io  o f  spec i f i c  heat  a t  cons tan t  p re s su re  t o  that  a t  cons tan t
volume.

y Linear  damping coe f f i c i en t  t o  plasma wave.

€ (co, k) Die l ec t r i c  func t ion  o f  t he  plasma.

X D (kgT/4  7rne z ) 2 i s  the Debye screening  l eng th .
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G) Frequency o f  a d is turbance component.

W k Frequency o f  mode k .
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Chapter VIII

THE PHYSICS OF MAGNETIC FUSION ENERGY

K. V. Roberts

This will be a personal account covering the period from April, 1956,

when Kurchatov gave his famous lecture at Harwell and thus began the process

of declassification of fusion research, until the present day. In 1956 I was

at AoW.R.E. Aldermaston and did not join Harwell until 1959, but I was

already very interested in the challenging problem of the controlled release

of energy by magnetic confinement fusion. Even after 24 years it remains an

elusive but appealing goal.

In order to release fusion energy from the light isotopes the material

must be raised to a high temperature of at least several keV so that the

positively-charged nuclei are energetic enough to overcome their mutual

Coulomb repulsion, and it must be held together long enough against a natural

tendency to fly apart at thermal velocity in order to release more than its

initial thermal energy by nuclear reactions - the well-known Lawson

criterion ). At such temperatures, it will be a fully ionized gas,

except perhaps for heavy impurity ions. The three known confinement methods

are inertial (big bang, supernovae, weapons and laser fusion), gravitational

(ordinary stars) and magnetic. The third method is by far the most difficult

to achieve and to analyse, and while inertial and gravitational systems can

be spherically symmetric, magnetic systems must inevitably have a complicated

geometry. Magnetic confinement relies on the fact that, although the plasma

is electrically neutral, the individual charged ions and electrons move in

helical Larmor orbits and to a good approximation, remain attached to the



field lines, behaving like small electrically-charged magnets with

adiabatically-constant magnetic moment y = mV 2/2B where Vj_ is the

perpendicular thermal velocity. Two main classes of magnetic confinement

system exist, closed-line (topologically toroidal) and open-line (mirror).

Confinement in open-line systems depends on the particles behaving as if they

had potential energy yB so that they are reflected from mirror regions of

high magnetic field B, at the ends of the apparatus. In practice both

situations are complicated by several effects, viz. (i) changes in magnetic

moment y and cross-field diffusion due to collisions, (ii) drifts due to

non-uniform magnetic or transverse electric fields, (iii) reflection due to

longitudinal electric fields, (iv) the effect of turbulent electric and

magnetic fields caused by instabilities, and (v) by the fact that closed-line

systems possess internal mirror regions.

Although several thermonuclear reactions are known, at present one

envisages only the use of the fastest reaction

D + T -► He 4- n 4- 17 • 6Me v •

Since tritium is mildly beta-active with a half-life of 12.6 y , it must be

regenerated in a lithium blanket by the reaction

n 4- Li ->T + He 4- 4.8Mev

n 4- Li +T 4- He 4- n - 2.5Mev

Other (n,2n) reactions may also contribute and the tritium breeding time can

be quite short - of the order of months. The thermonuclear reaction rate is

very sensitive to temperature, and to overcome the loss of energy due to



JL • '
bremsstrahlung, which varies as T 2 , the plasma must be raised to the ideal

ignition temperature of about 5 keV, or even higher if energy losses due to

impurity radiation and thermal conduction are taken into account. The

optimum operating temperature is about 15 keV for closed-line devices but

higher for mirror machines. Practical magnetic field strengths determine a

maximum plasma pressure and hence a maximum plasma density of about

lO cm” , and this, together with the Lawson criterion

n t ~ 3. 10 14 s cm

means that the containment time, t, must be at least several seconds.

By 1958 all this was familiar and in addition to the considerable

effort on the toroidal Z-pinch going on at Harwell and at A.E.I. Aldermaston,

there was work on the linear 6 -pinch and the mirror at A.W.R.E. The

simultaneous announcement in Nature ) in January, 1958, of the work on

ZETA and SCEPTRE and of research in the U.S.A, in January, 1958, was followed

by the release of a flood of previously-classified information from the U.K.,

U.S. and U.S.S.R. at the Second Geneva Conference in September, 1958. Bill

Thompson gave a series of lectures on controlled thermonuclear reactions

(C.T.R.) which were later published as a book(3) while Walter Marshall

lectured on kinetic theory ). Roger Taylor lectured extensively on

magneto-hydrodynamic stability theory ). There were plens to move all

the C.T.R. work to Winfrith, where ZETA II would be constructed. At A.W.R.E.

both experimental and computational work began on the design of a uranium

blanket to surround the plasma and so exploit the 14 MeV neutron flux ).
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This hybrid type of device could still prove to be effective

It is worth remarking at this point, that, although ZETA hit the

headlines first in a very positive way and then rather negatively quite soon

afterwards, its performance exceeded the design estimates and it produced a

wealth of diagnostic information which is still being analysed. The

experiment revealed a quite unexpectedly favourable phenomenon, namely the

self-reversal of the field at the outside of the plasma followed by a

quiescent period of enhanced stability. This is the basis of the Reversed

Field Pinch (R.F.P.) containment line now being pursued at Culham, Los Alamos

and Padua. Unfortunately, the phenomenon was not understood when ZETA was

closed in 1968 and did not become clear until several years later when J.B.

Taylor developed a minimum-energy principle in 1974 ).

Most fusion physicists at that time expected thermonuclear power to come

into widespread commercial use much sooner than we do now (the present

earliest estimate is about 2030), even though not all would have agreed with

the over-optimism engendered by the early ZETA results. Military and civil

technology had both advanced rapidly since the beginning of World War II.

Sputnik had just been launched. Thus it was natural to expect C.T.R. to

develop quickly also. In retrospect it seems clear that controlled fusion is

unlike other technologies and that it justifies Walter Marshall’s description

as the most difficult technological project that man has attempted! Most

other technical devices have had small beginnings - often small enough to be

financed by a single ’back-room’ inventor - and have then increased

progressively in size as the success of each stage provided the financial
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justification for the next. By contrast, it appears that a toroidal magnetic

containment system must be large in order to retain both the a-particles and

the thermal energy sufficiently well to allow it to ignite and that as a

result the minimum cost of a demonstration reactor is at least $1000M.

At the beginning of 1959 I transferred to the Theoretical Physics

Division at Harwell, then led by Dr. Lomer, to join Bill Thompson’s plasma

physics group, which was assisting the C.T.R. Division under Thoneman, Pease

and Bickerton. There were two main interests in the group at that time,

M.H.D. stability theory and transport theory. The very first C.T.R. concepts

had neglected stability and, in the case of the stellarator and the toroidal

0-pinch, even equilibrium; but it had soon become clear that in view of the

microsecond M.H.D. timescales both were essential. The stellarator at

Princeton was twisted into a figure-of-eight or given a rotational transform

to ensure equilibrium, a toroidal stabilizing field was added to the Z-pinch

at Harwell, while the toroidal 0-pinch at A.W.R.E. was postponed for a time

and replaced by a linear version, escape of plasma from the ends being

accepted.

Most of the calculations on the toroidal pinch were made in cylindrical

geometry which is a good approximation, so that it is still often referred to

as a Z-pinch. The earliest stability calculations (Taylor ),

Rosenbluth \ Shaf ranov ) employed a global surface-current model

with uniform B z and plasma pressure inside the surface and with vacuum

B q and B z outside. These calculations predicted ZETA to be stable, which

indeed it was for gross M.H.D. modes, but experiment also showed a high level
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of M.H.D. turbulence together with rapid cross-field energy and particle

loss. By the time of the Second Geneva Conference a more sophisticated

approach had been pursued by Suydan/ 1 1  ) and Rosenbluth 1 2  ) which

was based on the ideal M.H.D. energy principle of Bernstein et al ). a

full theoretical prescription for the one-dimensional case was later given by

Newcomb ) a nd programmed by Copley and Whiteman ), This allowed

the pressure and the magnetic field to be continuous functions, p(r),

B (r), B„(r) and predicted additional localized instabilities. The subject
0

of M.H.D. stability theory then became very complicated and remains so even

now, partly because the eigenfunction and eigenvalue structure is singular

and partly because the localized eigenmodes are influenced by non-ideal

effects such as resistivity, viscosity and finite Larmor radius.

I was motivated at that time (and still am) by the need to analyse in

detail the working of a plasma apparatus or reactor in detail as a function

of time. It seemed reasonable to concentrate on the 0 -pinch operated by

Niblett’s group at A.W.R.E. because of its simplicity, the single field B z

being a scalar in one-dimensional (r) and two-dimensional (0,r) calculations.

Bryan Taylor had embarked on a zero-dimensional theoretical analysis of this

device, later with some help from me; it seemed a straightforward matter to

optimize the implosion and subsequent heating phase and to achieve a high

temperature - our slogan was ’a kilovolt by Christmas’ (1958). The

difficulty was that the initial conditions were not well understood, being

determined by an uncontrolled preionization phase. Later, of course, much

higher temperatures were reached.
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To a mathematical physicist it seemed obvious that the initial

conditions would be important and I remember discussing the early stages with

Raymond Whipple and Ernest Laing. The experimentalists simply fired the bank

without worrying how the ionization process would start; yet if one

considered the short time involved there was unlikely (for example) to be

even one cosmic-ray electron present. There was, however, a strong electric

field at the start which might cause field-emission depending on the wall

conditions. Occasionally the discharge did not fire at all on the first half

cycle. This made prediction difficult.

A.W.R.E. experience suggested that a one-dimensional simulation would be

appropriate, but Harwell had only a Mercury computer. However, during the

summer of 1959 Klaus Hain from the Max Planck Institut fur Physik und

Astrophysik at Munich visited Harwell for an extended period. He had not

only been involved with the M.H.D. stability theory of Hain, Lust and

SchliiterdG) but was also a computing expert, this expertise growing

from the wartime German work of Zuse carried out in parallel with the U.S.

and U.K. efforts. He had developed a one-dimensional M.H.D. code on the

early computer at Munich and had presented a paper at Uppsala ), b u t ft

was clear that the boundary conditions were not quite right. I was used by

that time to implosion and explosion hydrodynamics and, although the boundary

conditions for a plasma are obscure, I had read a paper by Colgate, Ferguson

and Furth S) w hich gave a prescription for the injection of pressureless

plasma at the wall which would evidently do. Furthermore we had access to

the fast and well-organized IBM7O9 and 704 computers at A.W.R.E. and Risley.

Klaus and Gerti Hain, Sheila Roberts and I therefore embarked on a full scale
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one-dimensional M.H.D. code to model not only the fast linear Q-pinch but

also fast stabilized Z-pinches such as Tarantula and slow stabilized

Z-pinches such as ZETA. This was an exciting time - we were the first

substantial users of Fortran outside the U.S.A, and at times had the IBM7O4

entirely to ourselves. The code l ) worked well and agreed with

fast-pinch experiments and, although for minor numerical reasons it did not

do all that had been planned, it was widely used for many years afterwards in

various versions not only at Harwell, Culham and Munich but also elsewhere in

Europe and in the U.S.A. Sheila Roberts, David Fisher and I improved the

code organization while Joanna Taylor added a neutral gas component with

ionization and charge-exchange effects. It taught us a great deal about

computational physics, numerical analysis, code structure and documentation

and the proper organization of scientific computing systems in general as

well as about the behaviour of fast Q-and Z-pinches. These extensive plasma

computations led to the formation of the Culham Computing Group and were used

as part of the justification for the acquisition of the I.C.T. Atlas and the

formation of the ATLAS Computing Laboratory, although, in the event, Culham

and Harwell continued to use the IBM STRETCH at A.W.R.E.and subsequently

acquired their own English Electric KDF9 and IBM36O/65 computers

respectively. The successful demonstration of a large Fortran program led to

a rapid growth of interest in Fortran at Harwell, culminating in the

implementation of a Fortran compiler for Atlas.

The transfer of C.T.R. work from Harwell and Aldermaston to Culham under

its new Director, J.B. Adams, began in 1961. The theoretical plasma group at

Harwell was amongst the first to move, partly in order to obtain its own

computing facilities organized by Bill Morton and Leon Verra and partly to be
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near the first experiments. Culham had originally been planned with the

pinch as its major line and the large DI building was designed to hold the

big Intermediate Current Stability Experiment (I.C.S.E.) which was a

thin-skin pinch. I.C.S.E. was, however, abandoned in view of theoretical

considerations which showed that such a configuration would not be stable,

and of computer calculations which suggested that it was unlikely to be

established in any case. In one respect this was fortunate because we were

able to build a diversity of small experiments and to develop a wider range

of theories. On the other hand if we had known enough to build a

diffuse-current, reversed-f ield pinch as a successor to ZETA the pinch line

might have been 20 years further ahead.

Until 1961 interest lay in the linear 0-pinch which in its reversed

field version was achieving kilovolt temperatures - although it was

recognized that because of its open ends it could hardly form the basis of a

thermonuclear reactor. This line was pursued at Los Alamos, N.R.L. in

Washington, Culham and elsewhere; in fact Artsimovich remarked at the

Salzburg conference that ’every housewife has her own 0-pinch’. Toroidal

pinches and stellarators appeared to show Bohm diffusion and mirror machines

exhibited the predicted flute instabilities. Then at Salzburg a new era

began with the announcement of an important result by Ioffe: the

stabilization of the mirror by the use of additional conductors (Ioffe bars)

which altered the symmetry and produced a true field minimum or ’magnetic

well’ at the centre of the plasma rather than a saddle-point as

hitherto O)  # First results from the Princeton Model C stellarator were

also announced at Salzburg.
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Salzburg started off a number of new lines. It had finally been shown

that M.H.D. instability could be conquered - at least in the mirror machine -

and groups at Livermore, Culham, Fontenay and elsewhere quickly fitted Ioffe

bars or their equivalents. We did not understand the field structure at

first; I remember that we produced some crude stereoscopic diagrams with an

early graph plotter and studied them with a binocular viewer, while Dick Post

brought some stereoscopic slides from Livermore which we examined through

spectacles. Finally, Mike Larkin and I constructed a large cardboard model

from computer-generated plots of the |B| contours and field lines. (It was

completed at home on the evening when President Kennedy was assassinated.)

This model made everything clear. Curiously enough, a photograph of the

model - which looked very elegant - was reproduced in a press advertisement

by a company dealing in metals. Other better, wooden models were built in

the workshop. More significantly, Taylor developed a general theory of

magnetic well stabilization !) a nd Larkin showed that instead of the

mirror coils and Ioffe bars a single coil could be employed, shaped like the

seam of a tennis ball (or, in the U.S.A., a baseball). Later two Yin-Yang

coils were used. Princeton work on the stellarator led to similar work in

the U.S.S.R., U.K., Germany and later Japan. Another theoretical line that

emerged from Salzburg was f inite-Larmor-radius stabilization, first proved by

Rosenbluth, Kroll and Rostoker(22) >y Vlasov methods but later shown by

Taylor and myself 3) t o e derivable from additional terms in the M.H.D.

equations. The resistive instability theory of Furth, Killeen and

Rosenbluth(24) was also developed at about this time. Taylor and I

showed S) that their highly localized g-modes could be replaced by

equivalent, non-localized quasi-modes which might be much more dangerous in

the non-linear regime - although the significance of this was not appreciated
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by anyone (including ourselves) for many years

For the next few years fusion prospects gradually declined. Bohm

diffusion seemed unavoidable in the stellarator and the Model C did not

perform well, while turbulence and rapid loss of particles and energy

occurred also in the pinch. It became clear by accurate computation that if

longitudinal electric fields were allowed for the end loss in a mirror

reactor by classical collisions would make the Lawson product too small;

research on mirrors thus eventually ceased except at Livermore and in the

U.S.S.R. Theoreticians discovered a host of new micro-instabilities in every

type of confinement system, as well as enhanced ’neo-classical’ diffusion in

toroidal systems resulting from the finite size of the particle drift orbits

in a non-uniform magnetic field.

N For such reasons the fusion programme at Culham was reviewed and a

decision was made to reduce it by half over a five-year period. Thoughts had

in any case been turning to diversification from 1964 onwards, stimulated by

Harold Wilson’s ’’white heat of technology", and one of the successful early

areas was computing. Culham and Winfrith had ordered KDF9 computers from

English Electric and had jointly designed the EGDON operating system which

was implemented by the company with remarkable speed and skill. Peter Poole

then joined the Culham Computing Group under Bill Morton and rapidly

developed the COTAN on-line terminal system which proved highly popular. The

term ’software engineering’ was coined at Culham at about that time. As a

consequence of the Flowers Report 6), a.E.A. computing standards spread

throughout the universities and the Culham hardware configuration together

with the EGDON-COTAN operating system was adapted by all university and many

government and industrial KDF9 installations. The GHOST graphical system was

82



also introduced at Culham and widely marketed, while Niblett developed the

STATUS information retrieval system and made valiant efforts to persuade the

legal profession to use it.

Relief to the hard-pressed fusion programme came from Moscow. Good

results had been reported for some time from Tokamaks, which are toroidal

pinch-like devices with a high B$ then used only in the U.S.S.R., but they

were not theoretically understood as the diagnostics were incomplete. As the

result of a strong initiative by Bas Pease, who was now Director of Culham,

it was agreed with the U.S.S.R. at the 1968 Novosibursk Conference to send a

Culham diagnostic team (Peacock, Robinson, Forrest and Wilcock) and equipment

to Moscow to measure the electron temperature and density on the Tokamak T3

by the new technique of laser Thomson scattering which had been developed on

ZETA. I remember being in the U.S.A, while the measurements were in progress

and being told that all contracts from Washington were held up until the

results were known. When they proved ?) eV en more favourable than the

U.S.S.R. had claimed and it became clear that an electron temperature of

several hundred eV could be achieved in quite small Tokamak devices by

ohmic heating, there began a massive switch to the Tokamak line which was led

by Princeton, who quickly and successfully converted the Model C stellarator

into the STC Tokamak.

The Tokamak line has since then become popular throughout the world,

culminating in the four large devices, TFTR, JET, JT6O and T15, which are now

under construction, and in the planning of INTOR under the auspices of the

I.A.E.A. International collaboration has progressively increased since

declassification in 1958; thus while JET was designed and is being built at
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Culham by the nine Community nations together with Sweden and Switzerland,

INTOR is currently being planned as a world project.

As the result of a great deal of theoretical and experimental work since

1969 the Tokamak is now much better understood. It depends for its MHD

stability on being a relatively tight torus, unlike the pinch which can be an

infinite cylinder. An important parameter is the safety factor or inverse

rotational transform q(r); the number of turns of a field line the long way

round the torus for each turn the short way. An MHD instability eigenmode

must fit within the torus, i.e. in cylindrical approximation it must have the

form f(r) exp(imO + in $ ) where m and n are integers. Except near a

’singular surface’ where q(r) = n/m the field lines are distorted by the

eigenmode and tend to stabilize it. Stability is favoured by a high shear

(variation of q with r) and also by a mean magnetic well due to toroidicity.

The function q(r) normally increases with r as a result of the

concentration of the current in the hot central region, but it must exceed

unity everywhere if a (1,1) M.H.D. eigenmode is to be avoided. As the plasma

heats up a thermal instability can occur in which the central temperature

rises, q(o) falls below unity, and a redistribution of the inner region of

the plasma takes place. This is seen as a sawtooth relaxation oscillation

and is relatively benign, but a major disruption which appears to be caused

by the overlap of two non-linear instabilities with different (m,n) can

destroy the plasma completely and must be avoided.

The first Tokamaks used ohmic heating which can produce electron

temperatures up to about 1 kev, but since the resistivity decreases as
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T e ”3/2 i t  becomes less effective at high temperatures and most workers

agree that auxiliary heating will be needed in Tokamak reactors to achieve

ignition. The injection of high-energy neutral beams was first employed in

mirrors and during the planning of a Culham stellarator programme following

the 1961 Salzburg meeting Pease suggested that it should also be used in

toroidal devices. To some people at that time this seemed impracticable

because of the low beam powers then achieved, but subsequently there has been

a remarkable thousand-fold increase in power as the result of computational

analysis, experimental diagnosis and improved engineering of the injectors.

Many megawatts of neutral beam power are now available; these allowed the ion

temperature to be raised to 5.5 keV on the Princeton PLT Tokamak in 1978.

Radio-frequency heating seems to be following the same upward path.

When it became clear that, despite the broad magnetohydrodynamic

stability of Tokamaks, their performance is determined by cross-field plasma

and energy transport together with heating and radiation, one-dimensional

evaluation codes were introduced 8) t o  study their behaviour as a

function of time. Many physical effects have now been incorporated into

these codes including neutral beam injection, impurity diffusion and the

emission of neutral atoms from the wall. Comparison with experiment shows

that the ion transport coefficients are approximately neo-classical but there

is an anomalously large electron heat conduction which is not yet fully

explained.

The economic performance of a Tokamak reactor cannot yet be guaranteed

because the ratio g of plasma to magnetic pressure is only a few per cent,

while the power output for fixed magnetic field is proportional to
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Efforts are therefore made to calculate the maximum, theoretical 3 for

stability and equilibrium, to compare this with experiment, and to

optimize B by shaping the torus cross-section and the plasma and current

profiles. The currently-favoured cross-section is D-shaped (as in JET) and

this requires two-dimensional equilibrium, stability and evolution codes

which are now available. Instability modes with high (m,n) cannot, however,

be treated by numerical simulation, and for these Taylor and co-workers have

developed an elegant analytic method S )  w hich is related both to the

W.K.B. approximation and to the quasi-modes mentioned earlier 5) #

Fusion reactor studies were stimulated by Carruthers, Davenport and

Mitchell O )  in 1967 and are now an active field with frequent

conferences. The problems are immense and are not solely concerned with the

plasma. One of the principal concerns is the first wall whose function is

not to keep the plasma in but to keep the air out. This is bombarded not

only by neutrons but by diffusing hot plasma, X-rays, y-rays and fast

charge-exchange neutral atoms. Particle bombardment can not only damage the

wall but also knock off heavy atoms which penetrate the plasma and cool it by

radiation. The economic feasibility of the reactor is dominated by the

maximum energy flux (MW/m ) at the first wall, while its practicability

depends on being able to dismantle arid re-assemble quickly this interior

component even though it is surrounded by topologically-complex magnet coils

and the intensely radioactive cooling circuit and blanket. The neutron

flux per unit of power output is much greater than in fusion reactors.

Furthermore, the neutrons have 14 MeV energy so that the induced

radioactivity in the blanket is large, although there are no radioactive

fission products and thus much less afterheat. Other problems under
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consideration include fuel injection and impurity and ’ash’ removal, control

of the ion temperature (since a reacting plasma is thermally unstable at its

optimum operating temperature), the use of a divertor to protect the first

wall, and thermal cycling of the blanket caused by a sequence of reaction

pulses.

Other lines that have been studied at Culham and are still contenders

for fusion power are the mirror, stellarator, pinch and inertial confinement.

The mirror is a steady-state device which would have many engineering

advantages if the problem of its low Lawson product could be solved. For

this reason it is the main support line for the Tokamak in the U.S.A, and is

being actively pursued at the Lawrence Radiation Laboratory at Livermore.

One possibility is to put a uranium-lithium blanket around a mirror reactor

turning it into a fission-fusion hybrid; another which is used in the

so-called ’tandem’ mirror, is to improve the longitudinal electrostatic

potential distribution (which normally assists the escape of the ions) by

placing auxiliary mirror machines at either end.

Early stellarator problems appear to have been solved by careful and

accurate design of the magnetic fields using extensive trajectory

calculations and by increasing the shear. Although the largest stellarator

is much smaller than the largest Tokamak, a stellarator appears to behave at

least as well as a Tokamak of the same size and possibly better. A

stellarator reactor would have the advantage of operating in steady state

although its lack of azimuthal symmetry makes both the theory and the

engineering more complicated. There has been a revival of interest in

stellarators since the Berchtesgaden Conference in 1976 although it is not
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yet clear whether CLEO (Culham, due to be discontinued in 1980) and

Wendelstein VIIA (Garching) will have successors.

There has also been a revival of interest in slow reversed-field pinches

of the ZETA type, considerably encouraged by Taylor’s minimum-energy

principle of 1974 ) . Fascinating physics is involved in the fact that

the plasma appears to seek and find its own stable minimum-energy state,

physics which appears to be related to the solar and terrestrial dynamo

problems. In addition to the old ZETA results there is evidence from fast

pinches such as HBTX1 and FRSX at Culham for the correctness of the Taylor

principle, but the magnetic Reynolds number is expected to be important so

that fast and slow pinches should behave in qualitatively different ways.

The new ETA-BETA II experiment at Padua has recently provided confirmation of

the ZETA results and it is expected that ZT-40 at Los Alamos and HBTX1A at

Culham will yield further information about slow pinches and the Taylor

mechanism. A definitive , test can, however, only be made with the RFX

experiment proposed by Culham (radii 180/60 cm, currents up to 2MA) and it is

hoped that this will go ahead as part of a Culham-Los Alamos-Padua

collaboration. The RFP line may have reactor, advantages over the Tokamak but

this can only be established by an experimental test.

An area not taken up at Culham is laser fusion. The writer examined

this possibility in 1964 but the field remained classified until 1972 when

the results of computer calculations were published by Livermore. This was

followed by theoretical and computational work at Culham culminating in the

publication of the one-dimensional MEDUSA code l) which has been
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extensively used in several countries. A proposal for a joint A.E.A.-S.R.C.

laser fusion programme was, however, not accepted, and laser compression

work is now carried out at the Rutherford Laboratory and at A.W.R.E.

What of the future? Because of their size, long construction timescale

and cost (at least $1,OOOM for a device the size of INTOR) it will be

essential that future large-scale devices work as planned. This involves a

great deal of theoretical calculation beforehand, requiring in practice the

use of elaborate computer codes whose parameters are carefully normalized to

fit available experimental data on the behaviour of existing devices and

which are then used to design and predict the performance of the next

generation. It must, however, be emphasized that although the fundamental

equations governing the behaviour of the plasma are completely known (Newton,

Maxwell, Schrodinger) the number of degrees of freedom is so large that these

equations can never, even in principle, be solved by purely numerical

methods; the number of particles in the universe would be quite insufficient

to build the computer required. A combination of simplified theoretical

models, experimental measurements and computer calculations is required.

This is somewhat different from the situation pertaining in the design of

fission reactors or weapons and is more akin to that in hydrodynamics where

one cannot hope to follow the turbulent flow of a fluid at high Reynolds

number by purely numerical means.

The need for large-scale computation has led to the establishment of the

National Magnetic Fusion Energy Computer Centre (N.M.F.E.C.C. ) at Livermore

in California, linked by high-speed data lines to the major U.S. national,

industrial and university fusion research centres and by telephone, ARPANET
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and TYMNET to all other U.S. fusion research teams. N.'M.F.E C.C. is equipped

with CRAY-1 and CDC-76OO computers and enables theoretical and computational

fusion physicists and engineers throughout the U.S.A, to take part in a

continuous collaborative programme, building and sharing a common library of

codes. Another computer centre has been established at Nagoya in Japan and a

CRAY-1 computer has recently been installed at Garching in Germany.

Sponsored by the I.A.E.A., discussions have taken place on the formation and

publication of an international library of fusion codes.

A critical factor is that small theoretical groups such as those at

Culham and JET cannot any longer hope by themselves to develop and maintain

all the codes that will be needed for the analysis of complex devices such as

JET and INTOR. Furthermore, it is impracticable to obtain such codes from

abroad on magnetic tape since they take time and effort to install,

particularly on a different type of computer, and then rapidly become out of

date. Our policy must therefore be to encourage the formation of a European

Fusion Computer Network, similar to that of N.M.F.E*C.C. , and at the same

time to establish efficient data links both with the U.S.A, and also with

Japan. In accordance with this policy it has been possible for some time to

contact the major U.S. fusion centres from Culham terminals via ARPANET, and

this U.S. link will shortly be strengthened and supported by other

connections to Garching and with the plasma physicists working in the U.K.

universities.

The future for theoretical fusion physics is therefore expected to be an

active and continuous collaboration between teams from several countries
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working together on international projects such as JET, TFX and INTOR and

supported by powerful computers and data links.
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Chapter IX

NEUTRON TRANSPORT THEORY AND OTHER APPLICATIONS

J.H. Tait

1. Introduction

This section deals with some of the work of the groups which J.H. Tait

has been associated with from 1954 to the present. In chronological order

these groups are the Neutron Transport Theory Group, the Atomic Physics

Group, which later broadened its interests and became the Atomic and

Molecular Physics Group, and finally the Nuclear, Atomic and Molecular

Physics Group, after a further amalgamation with A.M. Lane’s group. The work

on atomic physics is described separately in articles by P.G. Burke and J.S.

Briggs, except that part of this article (by David Hodgkinson) is on laser

isotope separation - one of the current activities of the group - which

introduces other aspects of atomic and molecular theory. Developments in

Nuclear Reaction Theory are described by Tony Lane in Chapter IV.

The following contains an historical account of the work from 1954,

starting with reactor physics theory and finishing with that relating to

isotope separation studies.

2. Reactor Physics Studies

The Neutron Transport Theory Group was part of the Division in 1954 and

existed until 1959 when, following the establishment of A.E.E. Winfrith, it

was disbanded. J.H. Tait then spent a year in Reactor Division managing a

technical office for the water-moderated reactor project. He returned to

start the Atomic Physics Group in 1960. K.T. Spinney and R. Royston joined
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the Reactor Division, A. Hassitt transferred to Risley and P. Schofield

joined W.M. Lomer’s group.

The work of this group evolved from the activities of the Division prior

to 1954. The main study in 1946 was Pile Theory, and a group under C.A.

Rennie carried out the reactor physics calculation for the original Windscale

reactors. This work was transferred to Reactor Physics Division on its

formation and Theoretical Physics Division then concentrated on longer term

work which was directed by B. Davison. The transfer of the project work to

Reactor Physics Division coincided with a broadening of interests in T.P.

Division and in 1954 its activities covered many fields besides that of

reactor physics.

Although the group was called the Neutron Transport Theory Group, its

activities covered a study of a wide range of reactor physics topics. These

included studies of (i) neutron shielding (K.T. Spinney ), (ii) fast

reactor multi-group calculations (Betty Mandi) - which were the first to be

carried out in the Authority, (iii) the development of two-dimensional codes

for the solution of the neutron diffusion equation (A. Hassitt), (iv) the

design of the booster target for the electron linear accelerator (R.

Royston), (vi) neutron thermalisation theory (P. Schofield) described in

Chapter X and (vi) fast reactor safety studies (J.H. Tait). R.T. Whipple was

also a member of the group during part of this time and worked on the

calculation of energy yields in criticality accidents in chemical plant.

J.H. Sykes also worked for some of the time on neutron transport theory.

One piece of work will be highlighted, namely that relating to the study

of the whole core accidents in fast reactors. It is chosen because it was
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studied over many years in the Division and finally there was a fruitful

U.K. -U.S. collaboration culminating in the work of H.A. Bethe and J.H. Tait.

The problem had been considered prior to 1954 by B. Davison, M.H.L. Pryce,

R.T. Whipple and J.H. Tait and rather large estimates were obtained for the

energy release in a fast reactor meltdown accident. This problem was

reviewed in discussions with a U.S. fast-reactor delegation, of which H.A.

Bethe was a member, when it visited Harwell. A new calculation was made and

the results reported to a conference on reactor safety held in Chicago in

1956 2 )  e This calculation initiated a major study, mainly in this

country and the U.S., of the energy yield following the loss of coolant and

meltdown of a fast reactor core.

In order to obtain an overestimate of the energy release it was assumed

that all the coolant was lost from the core of the reactor, which became

molten instantaneously and settled freely under gravity. The reactivity

change as the core settled freely under gravity was calculated using

perturbation theory, and the rate of reactivity addition at prompt critical

determined. Again in order to obtain an overestimate, it was assumed that

the molten core behaved as a superheated liquid and that no outward expansion

occurred until the voids left by the coolant had been filled by the internal

expansion of the superheated liquid. This meant that a certain amount of

energy per unit volume Q x had to be released before any outward expansion

occurred. The theory resembled that of a detonation wave in a chemical

explosive and it was possible to calculate the energy release analytically.

Many extra effects have since been added to the calculation, e.g. the

Doppler effect (first reported in fast reactors in 1958), the sodium void
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coefficient and fuel-coolant interactions with the result that the models are

now more realistic. However, the first calculation brought the problem to

the attention of the reactor designers, and the original estimates are

correct to an order of magnitude.

Although the Neutron Transport Group was disbanded in 1959, it was

started up again in a modified form under P. Schofield. J.H. Tait continued

an interest in reactor problems while managing the Atomic Physics Group.

Work was carried out on the design of a super-booster target for the electron

linear accelerator. Other ways of producing intense fluxes of thermal

neutrons were investigated, e.g. by the use of a high energy accelerator.

This followed some earlier work carried out in collaboration with K.T.

Spinney in the 195O’s. A considerable amount of effort was devoted to the

study of the diffusion of species produced in the radiolysis of carbon

dioxide in the pores of the graphite moderator of an A.G.R. reactor. In the

70 ’s a joint working group was set up with Culham to study safety problems in

fast reactors, e.g. fuel-coolant interactions and core-catcher design - the

Division provided both the Chairman and Secretary.

Over many years the Division has provided a service to the Harwell

Criticality Committee. J.H. Tait and K.T. Spinney in the 50’ s carried out

many safety calculations and the Division has provided the Chairman for the

past eighteen years.

3. Isotope Separation Studies

Theoretical Physics Division’s interests in isotope separation started

in 1948. The Establishment was looking into the possibility of using the
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high speed gas centrifuge for the enrichment of uranium but little was known

concerning the flow pattern in such machines. Two excellent mathematicians,

B. Davison and R.T. Whipple, tackled this problem. Davison analysed the flow

in terms of eigen-functions which exist in a very long cylinder. Whipple,

however, produced a solution in terms of boundary layer flows and this was

particularly relevant to machines working at higher pressures. This solution

was very elegant and clarified the physics of the problem. Whipple later

extended this work and produced a report in 1962, which is now

declassified ). It is unfortunate that the declassification was delayed

until 1978 because similar solutions have been published elsewhere and

Whipple has not had full credit for his work internationally. The solution

of the flow pattern in a centrifuge is a very complicated one and at the time

(1948) it was interesting to watch the competition between Davison and

Whipple. Although Whipple won on this occasion, Davison’s approach provided

the germ of an approach adopted later by J. Hubbard and J. Tait. The

interests of the Authority are described in Heinz London’s book on the

separation of isotopes ).

After this early excursion into the field of isotope separation interest

waned, and it was not until 1968 that work was started on the flow of gas

through diffusion-plant membranes. This was carried out by J. Tait and J.

Beeby and later Joanna Taylor helped.

The U.K. adopted centrifugation as the technique for uranium enrichment

in the early 70 ’s, and the Division was asked to carry out calculations of

the flow and separation in modern high speed machines. This work was started

by J. Tait, who was later joined by J. Hubbard and Joanna Taylor. A semi-
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analytical method was used incorporating a modification of the Whipple theory

for flow over the end caps, but in the main part of the machine the flow was

described in terms of eigen-functions for a very long cylinder, the so-called

Steinbeck functions. Coupled with the separation calculation the method is

fast and extremely useful for survey calculations of the output as a function

of various machine parameters. The Division is still active in this field

through the efforts of Mair Williams and recently P. Stopford has joined the

team. In 1970 the Treaty of Almelo was signed and the theoretical work in

Germany, Holland and the U.K. was co-ordinated by CENTEC. There were

enjoyable meetings at Bensberg with our European colleagues. With the

amalgamation of CENTEC and URENCO the direction of some of our work has come

directly from B.N.F.L.

In 1974 work on laser isotope separation was started in the Division by

J. Tait. J. Briggs helped in this work and we were later joined by D.

Hodgkinson, P.T. Greenland and Joanna Taylor. Although the effort is small,

contributions have been made to the project. Some of the work is

unclassified and in a later section some of the contributiuons made by Briggs

and Hodgkinson are described.

Work has also been carried out on the assessment of the potential of

other techniques and, for example, the foam process was analysed with the

help of J. Beeby, now a consultant. Studies have also been made of the

separation of stable isotopes of interest to R.C.C., Amersham.

4. Laser Isotope Separation (D.P. Hodgkinson)

During the last decade, new methods of isotope separation based on laser

excitation of atoms and molecules have been proposed and developed. The idea
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is that the laser’s narrow line width can be exploited to excite a single

species of an isotopic mixture while its high power allows a large fraction

of the selected species to undergo a permanent physical or chemical change

before dissipative and scrambling processes occur. For uranium the promise

is that energy costs could be reduced a hundredfold and capital costs tenfold

in comparison with other technologies ) a nd that uranium reserves could

be extended through a near complete separation of isotopes.

The traditional rate theory of absorption and stimulated emission has no

validity when high power lasers are used as the radiation source. Instead it

is necessary to treat the interaction to all orders in the electric field of

the laser. This leads to phenomena such as multiphoton transitions, power

broadening of absorption lines and the associated Rabi oscillations of

excited state occupation probabilities.

4.1 Atomic route

The most straightforward realisation of these ideas is the selective

excitation and ionisation of an atomic vapour by two or more lasers. One of

the problems with this method is that the power-broadened line width is

generally a small fraction of the Doppler width and only this small fraction

of atoms is therefore excited. A way around this difficulty is to use two

oppositely directed laser beams such that their Doppler shifts cancel out, so

producing an overall two-photon resonance for all thermal velocities. The

consequences of this suggestion for the strong field conditions required in

laser isotope separation were worked out by Hodgkinson and Briggs ) a nd

this early work has subsequently been extended to incorporate many of the

complexities found in uranium spectra. Once the desired isotope has been
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successfully photo-ionised it can undergo a resonant charge exchange

collision with the unexcited species thereby losing the hard-won isotopic

selectivity. This problem stimulated an extensive theoretical study of

resonant charge exchange cross-sections by the above authors ).

4.2 Multiphoton dissociation of molecules

One of the most exciting developments in the field of laser isotope

separation was the discovery of isotopically selective multiphoton

dissociation of polyatomic molecules in an intense infra-red laser

bean/8), In this process, molecules with a vibrational absorption band

close to the laser frequency rapidly absorb in excess of thirty quanta and

dissociate without the aid of collisions. Moreover, it is isotopically

selective as witnessed by one of the early experiments ) where

enrichment factors of 2,800 were observed. Isotopes of a large number of

elements have been enriched in this way on a laboratory scale and recently

this has been scaled up to the grams-per-day level for sulphur hexafluoride.

The interesting theoretical question in collisionless multiphoton

dissociation is how so many photons of equal energy are rapidly absorbed

despite the fact that the anharmonicity of the molecular vibrations makes

transitions between high- lying levels in the infra-red active mode

non-resonant. Certainly power broadening - 0 , anharmonic

splitting 12) and rotational sub-structure ) of the vibrational

levels can partially compensate for the anharmonic defect. However, at the

reported intensities, and using realistic molecular parameters, it is

possible to explain the absorpition of only a few quanta ) r ather than

the thirty or more required for dissociation.
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A way out of this impasse is to include the effects of intramolecular

coupling betweeen the normal modes due to anharmonic terms in the potential

energy. The harmonic modes are dynamically independent at small

displacements but when the mode coupled to the laser becomes significantly

excited energy can leak from it into the rest of the molecule by this

mechanism. When this happens the excitation of the absorbing mode decreases

and so it does not reach a high level of excitation thus circumventing the

problem of the anharmonic defect.

A theoretical framework based on these physical ideas was developed by

Hodgkinson and Briggs ) and simultaneously by Cantrell at Los

Alamos G). They established a' formalism for the calculation of the

absorption of energy from an intense electric field by a collection of

interacting anharmonic quantum oscillators, one of which is coupled to the

applied field. This is analagous to problems encountered in quantum

statistical mechanics where it is found convenient to describe such a system

by a generalised master equation for the reduced density matrix of the

absorbing mode.

Approximate solutions to this equation were examined for a simplified

set of vibrational levels and it was demonstrated that the above explanation

is plausible for relatively small coupling widths !). At the time there

was no reliable way to estimate these, but recently spectroscopic

evidence ?) has been interpreted - ) a S  confirming their approximate

magnitude.

Recent work in the field has concentrated on improving the model of the

molecular states, for example by including the effects of rotation,
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anharmonic splitting and vibration-rotation interaction ). With these

refinements the theory predicts dissociation at lower intensities than first

envisaged, as found experimentally.
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Chapter X

NEUTRON PHYSICS AND THE THEORY OF LIQUIDS 1956-1976

Po Schofield

I joined Harwell in October, 1956 as a member of John Tait’s Neutron

Transport Theory Group* This period coincided with the assessment by the

AoE.Ao of the design tenders for the first Magnox power reactors and my first

task was part of this. It was to calculate the effects upon the reactivity

of the reactor core brought about by changes in the energy spectrum of the

thermal and epi-thermal neutrons resulting from changes in fuel composition

and temperature within the core. The *early graphite-moderated reactors at

Hanford, Windscale and elsewhere had been designed for the production of

plutonium and this plutonium was removed from the core before it had a

significant effect on reactivity. For the purposes of calculating reaction

cross-sections, the thermal neutron spectrum could then be characterized by

two parameters - a Maxwellian temperature and an amplitude of the ’1/E’ tail.

By contrast, the new designs of reactor involved going to much higher burn-up

so that the spectrum was affected by the plutonium fission resonance at 0.3

eV. In addition, one design proposed a sleeve of graphite to support the

fuel; this would necessarily be at a much higher temperature than would the

bulk moderator and would thus 'heat’ the neutrons entering the fuel.

Similar problems were arising in the design of both water-moderated and

heavy-water-moderated reactors, so there was at that time a growing

world-wide activity on the rather new subject of ’neutron thermalisation’ .

The theoretical problem divided into two distinct parts. One was the

determination of the inelastic scattering cross-sections of moderating
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materials for thermal neutrons. The second was the solution of the neutron

transport equation, given these cross-sections. On the experimental side,

there were three principal developments. Peter Egelstaff set up the

’ Scattering Law Project’ on the NRX reactor at Chalk River in 1957 to measure

inelastic scattering cross-sections directly. Michael Poole in Hanger 8 and

eventually also on the LINAC booster - for which design calculations were

carried out by Royston in Theoretical Physics Division - measured thermal

neutron spectra in moderating material by using time-of-f light techniques.

Graham Campbell, in Reactor Physics Division at Harwell and later at

Winfrith, used foils to obtain integral measurements over the spectrum in

various assemblies.

The first spectrum calculations at Harwell were carried out by Tony

Hassitt and myself on graphite containing uranium and plutonium fuel; these

were presented at the second Geneva conference on the Peaceful Uses of Atomic

Energy in 1958 \ The main problem was the calculation of the inelastic

cross-sections for graphite - at low energy the one-phonon term dominates,

but at epi-thermal energies multi-phonon terms dominate, so that a

’short-collision time’ type of approximation is appropriate. The two

extremes were reconciled by applying the central limit theorem to the phonon

expansion of the cross-section and by showing that, at high energy, this

reduced to a steepest-descent evaluation of the integral which occurs in the

formulation of the scattering law.

Extension of this theory to liquid moderators was the next step.

Vineyard, at the Brookhaven National Laboratory, had, in 1958, introduced the

Gaussian approximation to the incoherent scattering law. Egelstaff and I
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then showed how, within this approximation, the scattering depended on the

spectral function of the velocity auto-correlation of the scattering atoms,

which in the solid corresponds to the phonon density of states. Given the

spectral function (which could be obtained from the Chalk River data) , it was.

therefore possible to use the same methods to calculate the cross-sections.

These were, in fact, incorporated in two computer codes, LEAP and PIXSE, by

Bob McLatchie. These are still in use today and are currently being used to

study the possible performance of metal hydride moderators for pulsed sources

of neutrons, in particular the new Harwell LINAC and the planned Spallation

Neutron Source at the Rutherford Laboratory.

In 1962, the Neutron Physics Group was formed (later to become the

Neutron and Liquid Physics Group). Originally it consisted of myself, David

Wilmore, who was making optical-model calculations of neutron-nuclear

cross-sections for the reactor programme, and Phil Hutchinson, whose main

interest was the statistical theory of fluids, but who contributed also to

the scattering law work. My own preoccupations remained with neutron

thermalization and the scattering law, but this gradually tailed off as the

calculations became more routine. The methods devised then now form part of

the major reactor physics design codes used by the Authority. The last major

work on thermalization was with Mike Lancefield, a graduate student from St.

Andrews University, on the thermal neutron Milne problem, i.e. the spectrum

of neutrons emerging from a plane surface ).

In parallel with neutron thermalization, an interest was developing in

the use of thermal neutron scattering as a probe of the structure and

dynamics of condensed matter. The commissioning of DIDO and PLUTO in the
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late fifties provided neutron beams of sufficient intensity to obtain good

quantitative information on the structure (i.e. the pair distribution

function) and atomic motion in liquids. In particular, with Egelstaff, we

studied models for the diffusive motion of atoms in liquids, as measured by

quasi-elastic neutron scattering.

In 1963, Walter Marshall and I considered (in parallel with other groups

throughout the world, notably Mori in Japan) the scattering from hydrodynamic

fluctuations in liquids, thus giving a microscopic basis to the old Landau-

Placzek theory ). The analogous theory for light scattering from plasma

led to the introduction of optical methods as major diagnostic tools in

fusion work.

Temporary members of the Group in the 1960 ’s worked on various aspects

of radiation scattering from condensed matter and related problems. These

included P. Michael (Brookhaven) on neutron scattering from methane

(including proton spin correlation), M. Tanaka (Tokyo) on general scattering

problems, T. Hogberg (Studsvik) on anharmonic phonon theory and J. Ranninger

on heat transport in crystals. A most significant visitor was George Benedek

from M.I.T., who spent six months here in 1966 as Harwell’s first

Professorial Fellow. Benedek had pioneered the use of laser light scattering

to study the diffusion of macromolecules in solution and with Elizabeth

Bradford we worked out the theory of scattering for anisotropic molecules

with coupled rotational and translational diffusion ). But the major

outcome of Benedek’ s visit was the initiation of the use of laser Doppler

techniques to study turbulent fluid flow.



I remember well the lunch-time discussion with Egelstaff, Benedek and

Bill Denton and Pat Bourke of Chemical Engineering Division at which this

possibility was first mooted. The first experimental measurements of the

turbulent intensity were carried out, in collaboration with R.R.E., Malvern,

and published in 1968 ). Early exploitation of the technique at Harwell

was delayed through a decision to concentrate effort on commercial instrument

development. However, the importance of the technique to the Heat Transfer

and Fluid Flow service, and particularly to the study of flow in furnaces

(where high temperatures rule out the use of conventional methods) led to a

programme of work in collaboration with Imperial College, under Phil

Hutchinson’s supervision. Since then, many applications have been found for

laser Doppler shift measurements. These are now concentrated in Les Drain’s

section in Materials Physics Division. They include an important component

of the Internal Combustion Engine project and also, at last, a rig for

studying turbulence in simple geometries to provide test data for the

finite-element flow modelling (see chapter XI by John Rae).

Following Benedek’ s visit to Harwell, I was invited to M.I.T. in 1968,

and while there was able to devote some time to the theory of critical

phenomena, which until then had remained a peripheral interest. Inspired by

the beautiful experiments of Ho and Litster J o n the transparent

ferromagnet chromium tribromide, I proposed ? )  a parametric form for the

equation of state close to a critical point. This was based on Widom’ s

homogeneity hypothesis for the dependence of the free energy on ’scaled’

variables. It turned out that the equation of state could be represented by

a nearly (though not exactly) linear dependence on one of the parameters for

a number of magnetic and fluid systems. I understand that this equation of
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state is now recommended in the chemical engineering literature for

estimating the critical behaviour of ’real’ fluids! A few years later, the

theory of critical phenomena was transformed by K.G. Wilson 1 s introduction of

the renormalisation group 8 \ In 1972, John Hubbard and I were the first

to apply this to the liquid-vapour critical point ) a nd, in the process,

we discovered, albeit unknowingly, what later became known as ’redundant

variables ’ !

During the 1960 ’s, as in many other fields, computer simulation methods

began to play an increasingly important role in the study of the liquid

state, mainly through the pioneer work of Alder and of Rahman* In 1968, Dave

Beeman, a temporary research associate from California, wrote the Harwell

molecular dynamics programme. This was further developed by Norris Dalton

and myself. The aims of the work were to explore the relationship of the

interaction potential to the structure of and atomic motion in simple fluids,

both in order to test the theory and to aid the interpretation of neutron

scattering experiments. The initial studies were on the relative roles of

the short-range repulsion and of the long-range attraction between atoms in

determining liquid state properties. In fact, the generated data proved

extremely valuable in validating the perturbation methods of calculation

(based on a purely repulsive ’reference system’) which were becoming popular

at that timedO).

As an alternative to the perturbation method, Hutchinson and Conkie (who

came to us on attachment from Queen’s University, Ontario) developed a

thermodynamically consistent theory for equation-of-state calcu-

lations. In an extended version, developed in collaboration with Brennan and
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Sangster (from Reading University), this provided a means of obtaining

interatomic potentials from liquid state diffraction data l l \  Earlier

attempts by Hutchinson with Johnson and March (then at Sheffield University)

to do this by using the non-consistent Percus-Y evick and Hyper-netted chain

approximations had failed to give the ’hard-core’ radius correctly® Swapan

Mitra (on attachment, but supported by contracts with Imperial College and

later Oxford University) took on the more difficult problem of estimating

effective interionic potentials in metals from the liquid state data ) #

This work continues to-day, with continually improving theoretical

understanding. Such progress would not have been possible without the

ability to test the results against the exact calculations provided by the

computer simulation method.

The Harwell molecular dynamics program was the basis for further

developments by various other Groups. Sangster and Dixon at Reading extended

it to deal with molten salts - ) an d their program, in turn, became the

basis for the important work of Gillan (who joined Theoretical Physics

Division in 1970) and Dixon on clarifying the mechanism of ionic conduction

in the fluorite lattice ). At Studsvik, Sweden, I collaborated with

Ebbsjb, Waller and Skbld to study isotope effects in a model of Argon )

This work led further, in collaboration with Turq and Lantelme (Universite de

Paris VI) to the study of the isotope effect on the mobility of ions in

molten salts ). It is clear that the molecular dynamics simulation

method has an assured future in unravelling increasingly complex phenomena in

solids and liquids.

To end with a personal comment, I would say that the role of Theoretical

Physics Division to-day is much closer to that when I joined it than it
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has been in some of the intervening years, particularly in respect of the

strength of its links within Harwell and elsewhere in the A.E.A. However ,

this is to a large extent a consequence of long-term research initiated

during the 1960’s coming to fruition. The importance of the Division lies in

its ability to attract the best theoreticians by providing an atmosphere

where new ideas can be discussed and developed against a clear view of

long-term objectives, but without an overriding emphasis on the short-term.
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Chapter XI

FLUID BEHAVIOUR

John Rae

1. Introduction

In Theoretical Physics Division (T.P.D.) a strong interest in fluid

mechanics began only quite recently. It roughly spans the period of the

diversification policy at Harwell and, as will be seen later, is closely

associated with non-nuclear projects. Current research reflects this

diversification and embraces turbulent flow, combustion, oil reservoir

modelling and nuclear waste migration as well as the invention and

development of computer methods.

The starting point lies in the late 1960 ’s, when Phil Hutchinson* began

studies for the Heat Transfer and Fluid Flow Service (H.T.F.S.) of the motion

of liquid drops in two-phase flow and, at about the same time, there was a

growth of interest in the theory of turbulence, coinciding with the

successful development of a laser anemometer which could measure

instantaneous fluid velocities. Both these lines of work have continued to

the present day and have an influence on current work, as mentioned below.

The third main topic from fluid mechanics arose in the early 1970 ’s with John

Truelove’s work on radiative heat transfer in gas furnaces. This aspect also

survives strongly today although only a part falls under this division.

Subsequent developments, particularly those related to the finite element

method, began in 1974 and led directly to the varied fluid mechanics work of

current projects.

* Now in Engineering Sciences Division.
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2. Annular Two-Phase Flow

The justification for research into two-phase flow is quite

straightforward. This type of flow occurs in a vast range of engineering

equipment (e.g. evaporators, condensers, etc.); it is a very complex physical

phenomenon and is very poorly understood. The commonest regime of two-phase

flow, known as annular, is typified by a central stream of gas in the middle

of a duct with a moving film of liquid - annular for a pipe - on its

walls (1). The exchange of droplets between the gas stream and the film

has a great effect on heat transfer. Early on it was realised that droplet

production was closely allied to the motion of large amplitude waves on the

liquid film, and after Hutchinson’s move to Thermodynamics Division (as it

then was) it was these waves which were studied in T.P.D. The amplitudes of

the waves are very large, several times the film thickness, and they can only

be modelled by non-linear theories involving difficult modern mathematics.

3. Turbulence

The problems of turbulence have been known for a long time. The

complexities of turbulent motion were, in fact, illustrated by Leonardo da

Vinci Z ) and, despite formidable theoretical attacks in the last hundred

years by Taylor ), Kolmogorov ) and others, a resurrected Osborne

Reynolds ) would notice only modest progress. One way of seeing the

difficulties is to consider the scales of space and time which arise in

turbulent flow. Turbulence is commonly pictured as a cascade process in

which a shear flow or stirring mechanism pumps energy into large eddies. The

energy then spills through smaller structures down to scales where it is

dissipated quickly by viscosity. This picture and some dimensional analysis

can show that the smallest length scales, 1, and shortest times, t , are
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related to the lengths, L, and times, T, of the driving shear flow through

the Reynolds number, R e , by

.. L T
1 - - - -  3 and t - - -- .

R e 4 R e T

In real flows the Reynolds number is typically 10,000 to 100,000 so in

turbulence one has to accommodate a continuous range of lengths and times

varying by perhaps three orders of magnitude. The lack of a clear separation

of scales rules out perturbation methods of the sort which are so successful

in kinetic theories of fluids, although many of the commonly used turbulence

models, in fact, follow that line. The range of scales also precludes the

direct calculation of turbulence even with the best modern computers. Thus,

for a three-dimensional calculation one would need computational grids of

perhaps 10 blocks and a correspondingly huge number of timesteps.

In the face of these difficulties turbulence theories have therefore

evolved into two distinct lines. There are mathematically ’’rigorous”

theories which avoid ad hoc assumptions but are restricted to ideal forms of

turbulence, and there are rough empirical mathematical models which are

applied, with limited success, to real engineering flows. The greater part

of the work in Theoretical Physics Division has attempted to evaluate some

models from this second line and the computer programs in which they are

used. Difficult computational questions arise, however; for example,

problems of ’numerical diffusion’ which has a spreading effect similar to

turbulence. These show the need for carefully developed and evaluated

methods.
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Radiative Heat Transfer4

A related set of problems arose from John Truelove’s work on radiative

heat transfer. In order to calculate the radiation in a gas furnace we need

to know the temperature distribution and hence the flow pattern of the

turbulent gas. Initially, vain attempts were made to buy in a ready-made

program for this but later, through the efforts of John Sykes and others, it

proved possible to build on an Imperial College program and eventually, in

1979, to issue the extensively developed and modified program TUFC through

H.T.F.S. When Truelove, and later Sykes, moved to Engineering Sciences

Division in 1975 and 1976 the mainstream program development went with them.

However, after the oil crisis of 1973 and setting up of the International

Energy Agency in 1974, oil conservation became more important and T.P.D.

began work on combustion in oil-fired furnaces. Mathematical models have

been constructed for the motion of oil droplets in a furnace and for the

processes of evaporation and combustion. These processes and the flow of air

and waste gases couple together very strongly and provide a difficult problem

of computation. The current calculations use an extended form of TUFC which

solves fifteen coupled non-linear partial differential equations ). We

are also aware of the potential application of these methods to other

technical areas, such as engine development, and tentative first steps have

been taken towards these applications.

5 • Applications of Finite Element Methods

In 1974 computational fluids work in T.P.D. took. a totally new direction

with our interest in the finite element method of solving differential and

partial differential equations. Our expertise in this is one of the

characteristics of the Theory of Fluids Group, which is one of only five or
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six such groups in this country. The finite element method evolved

originally as a numerical technique for stress analysis and structural

calculations (including heat conduction) during the 1960’s and in that

context its mathematical validity depended on the formulation of these

problems as variational principles. Many important equations of physics, for

example the Navier-Stokes equations for viscous flow, cannot be formulated

in this way and it was not until the early 1970 ’s that it was realised there

were other techniques, such as the Galerkin formulation, which permitted the

method to be applied to other field problems. Since then its use has spread

rapidly ? >8) # Enthusiasts for the method claim that it gives higher

accuracy and a natural treatment of curved boundaries and local mesh

refinements. Traditionalists using finite differences have claimed that

these advantages are illusory and have been spurred into improvements of

their own methods. A healthy debate continues and - however it may end - it

is clear that computational physics will come out richer.

In this Division the development of the finite element method for flow

began on orthodox lines with studies of steady laminar flows in reasonably

complicated geometries ). Since then we have built carefully, adding

the capabilities to perform time-dependent studies, heat and mass transfer

and chemical and other rate equations. We are now at the point of returning

to turbulent flow studies in which we can use our carefully evaluated

programs to discriminate between effects coming from numerical inaccuracies

associated with the . method of discretization and true features of the

turbulence model itself. Most members of the Theory of Fluids Group have

contributed to developing these programs, known collectively as WIFE, and the

work continues at a modest level of effort. In the meantime, however, new
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needs had arisen and our computational fluid mechanics had branched off in

another and unexpected direction®

With the discovery of North Sea oil the government and industry became

increasingly interested in oil and gas production methods and in building up

relevant expertise® The widely held view of oil being produced in the form

of controlled gushers is very misleading; it is, in fact, difficult to

extract oil and a thirty per cent success rate is considered good®

Sophisticated production strategies are made for well positions and rates of

extraction, also for the position and rates of wells for water injection or

gas re-injection to maintain pressure. As geological and physical data are

never plentiful, especially for under-sea fields, various approaches are used

in working out the strategy. One such is the technique of mathematical

modelling and, in fact, the application of this technique in the oil industry

has been responsible for many of the advances in computational fluid

mechanics in the last twenty years ®\ In the circumstances it is not

surprising that Harwell became involved in work of this type, first through

the Department of Energy and later, additionally, with the British Gas

Corporation and British National Oil Corporation. At first the work lay

mainly in the Computer Optimisation Group (now in C.S.S.D. but part of T.P.D.

until 1973) and involved the development of a finite-difference simulation

program. But the oil and gas industries had at that time just begun to

investigate finite-element techniques, so the Theory of Fluids Group was

ideally placed to help as specialists in this method.

We are now engaged in writing a finite-element simulation program,

called RESOLVE, for two fluid phases (oil and water or gas and water) in a
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two-dimensional reservoir. We are also conducting related research into

advanced techniques. The underlying physics is that of two-phase flow in a

porous rock medium. Although there exist dispersive processes in this system

the fronts or interfaces between the phases are often very sharp in relation

to the size of the reservoir and require to be tracked very carefully. Naive

methods usually give wrong front speeds and again involve numerical

diffusion, with its consequent artificial spreading of the front.

The benefits of designing software flexibly and with built-in potential

were shown recently with the rise in interest in underground nuclear waste

disposal. One of the problems in this area is coupled heat and mass

transport by underground water flow, driven both by natural hydraulic

gradients and by convection from the heating. Superficially there is some

similarity to oil reservoir problems but the basic physical mechanisms are

quite different. In less than six months in 1979 we put together on a basis

of WIFE routines a new and quite sophisticated finite-element program for

combined heat and groundwater flow. It is now being used to study processes

of importance in waste repositories . Our background of experience in

flow and mass transfer calculations has been of great help in designing radio

nuclide migration models to supplement the flow equations and is another of

our current activities.

6 • Conclusion

In summing up, one may say that work in this Division on large scale

fluid behaviour has grown from very small beginnings about ten years ago to

occupy the full-time efforts of some half a dozen scientists today. In the

main our calculational methods are built round the WIFE package of finite
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element programs which we develop and maintain to a standard as high as any

in the world, but this does not preclude use of other methods when

appropriate. Our real strength in this work, however, lies in the ability to

grasp the necessary physics for setting up models and to analyse their

results in a physically useful way. This is exemplified in the applications

to gas and oil-drop combustion, turbulent flow, oil reservoir simulation and

nuclear waste repositories and will, undoubtedly, carry into new fields as

other problems arise.
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Chapter XII

ELECTRON BAND THEORY 1952-1962

W. M. Lomer

lo Introduction

I started at Harwell in 1952, coming straight from Cambridge, recruited

specifically to join Metallurgy Division to form a small theoretical group.

When I reached the Pass Office, I was told that ’they’ had changed their

minds and wanted me to join T.P. instead. T.P. at that time was apparently

headless, heving just ’lost’ Fuchs, and Brian Flowers was not yet in post.

Senior consultancy was provided one day a week by Maurice Pryce from Oxford

and by Rudolph Peierls from Birmingham. They, of course, were not there on

the relevant day, but the Division Head’s Office existed, and Megan Kenyon at

least knew which desk I was to occupy, and where the pencils and paper were.

Then, in a short but stilted ’chat’ Boris Davison, the senior man present,

asked me "Do you have everything?" and "Do you have a problem to work on?"

With both questions answered affirmatively there was nothing more to say, and

nothing to do but start. In the course of the next week, I had met Derek

Johnston, the only other inhabitant of T.P. who was being encouraged to

folio” up the theory of solids and, of course, had re-established contact

with my many acquaintances in Metallurgy Division.

The problem Johnston was engaged on was the interpretation of

measurements of the electrical properties of radiation-damaged graphite; the

problem I wanted to start on was the detailed core structure of dislocations

in real materials following up the semi-quantitative work I had done with

Bragg on the ’bubble model’ of crystals ’ 2) 9 it seemed obvious from
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that work that the core structure of a dislocation was calculable if one

could determine a suitable two-body interaction and carry out a relaxation

calculation to find the equilibrium positions of the atoms*

Within a few months two more recruits had been found for the solid state

section, Alan Foreman and Roy Leigh. Foreman brought a formidable

mathematical capacity in elasticity theory and Leigh a thorough knowledge of

electron band theory learned at the feet of Harry Jones. The strategy for

s my' problem was simple now. We would all concentrate on copper as a model

material® Leigh and I could work out the energy as a function of lattice

constant by the methods of band theory, and match them to suitable Morse

potential curves, while Foreman could match up the elastic dislocation field

to some local relaxation calculation, round the core region where elasticity

theory locally failed. The strategy for graphite was less obvious, although

it was clear that the theory of electrical conduction of semi-metals needed

detailed calculation of the band structures, but methods were not well

established® Two things emerged rather quickly; firstly, that a

two-dimensional single sheet of graphite - a hexagonal network of carbon

atoms - ought to have an electronic structure similar to the real thing and,

secondly, that the theory of the representation of space group states would

simplify the calculations both for the real substance and for the single

sheet.

These were the elements of the programme at that time, and it is

interesting to try to elucidate where the trail led, and how far along the

ever-lengthening road my successors have taken matters.



2. Graphite

The method of the Linear Combination of Atomic Orbitals (L.C.A.O.) was

by the mid-1950 ’s a well established technique for describing the valence

bonding schemes in molecules, and it gave good insight into the structure of

the lower energy levels. Coulson and Taylor in 1952 ) had given an

L.C.A.O. description of the conduction band of single sheet graphite, based

on combinations of the p z electrons on each atom. (Because these are

anti-symmetric with respect to reflection in the plane, they are separate

from the s, p x and py states that form the bonding band.) In

1955< 4 > I wrote a lengthy paper on the L.C.A.O. basis for the valence

band structure of two-dimensional graphite, in which the space group

categorization of states was fully utilised to establish the sequence of

states at high-symmetry points in the Brillouin zone, and to establish the

connectivity of the bands along the symmetry lines. It was pointed out that

the whole treatment was approximate and was more likely to be acceptable for

the low- lying valence band states than for higher states, and that the

production of numerical estimates for the several parameters rested on a

series of semi-empirical fits to observation and to other calculations in a

quite alarming way. One has to remind onself, looking back from this

computer-rich age, that the computations of a two-centre overlap integral

between even simplified nodeless functions was a considerable undertaking; as

a result we all borrowed liberally from any appropriate sources to avoid that

hard labour. In the same way, reduction of a 3 x 3 matrix eigenvalue problem

to a 2 x 2 and a single equation was a major step, saving as it did the heavy

computational cost of solving cubic equations!
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The conclusions of the paper that were noted were directed at the light

which the two-dimensional calculation shed on the three-dimensional band

structure. The main result was that parts of the bonding valence states lay

within one volt of the Fermi energy, so that mixing of the conduction band

states based on p z electronic states with valence states might be important

for the three-dimensional solid. A side comment was made about the fact that

Wannier functions formed by summing over individual bands were not like thd

Pauling sp hybrids, even though the same principle of maximum overlap was

used to form each. The fact that space group theory for a lattice with a

basis had yielded results with a minimum of computation was not specifically

mentioned, though I believe this was the first paper to use the technique in

an L.C.A.O. calculation.

At the same time, Derek Johnston used the L.C.AoOo model to evaluate the

energy of a band based exclusively on p z orbitals to discuss the possible

shape of the Fermi surface in graphite ) 0 There are four atoms per unit

cell in graphite, so that all the secular equations were of dimension four®

This calculation gave Fermi surfaces that were cylindrical around the edges

of the Brillouin zone, and of very small dimensions indeed. At all practical

temperatures the majority of carriers - holes in the valence band and

electrons in the very slightly overlapping conduction band - were the result

of thermal excitation. The effects of radiation on the measured Hall

coefficient vere interpreted in terms of the trapping of electrons at

defects, so that the Fermi level fell and the holes increasingly dominated

the transport properties. On the whole, the model was a good one, but the

temperature variation of the Hall coefficient was not well described, so we

attempted to provide a better description of the Fermi surface by taking
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account of tt-g mixing by enlarging the basis of the L.C.A.O. calculation to

include all four atomic states on all four atoms in the unit cell \ By

classifying the states by their symmetry properties and studying their

connectivity, we showed that the Fermi surface would consist essentially of a

long thin cigar of holes, touching end-on a long thin cigar of electrons,

these being located at the corners of the hexagonal Brillouin zone. We also

toyed with the inclusion of spin-orbit coupling with the aim of finding

details of the structure of the cigars which would be permitted by group

theory but not exhibited within the limited L.C.A.O. basis we had used

previously. This led ultimately to the publication of Johnston’s magnum opus

on Group Theory of Electrons in Crystals ). But for graphite we found

that the cigar structures became quite complicated when these extra

parameters were included; for the symmetry operators now permitted energy

levels which were degenerate at the zone corner to cross at a finite slope.

The three-fold symmetry around the axis at the zone corner leads to elegantly

fluted energy surfaces which are locally not analytical. Many years later

the de Haas van Alphen technique and the general paraphernalia of Fermiology

established many of these features, but at that time we could not put this

detail into the transport quantities and the work just stopped.

Graphite, of course, remained a principal interest; the "Wigner energy",

the stored radiation damage of clustered vacancies, interstitials or whatever

was first of academic interest and then, after the Windscale reactor fire, of

acute practical concern. Estimates of vacancy formation energy, diffusion

rates, defect densities and annealing mechanisms were all built up with

experimental and theoretical contributions from John Simmonds, Dennis Rimmer,

Alan Cottrell at Harwell, Charles Coulson and Simon Altmann in Oxford, and
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the group at R.D.L. , Risley, as well as the T.P. group. Nowadays, graphite

is mainly of interest for the chemical problems of its interaction with

coolants and for the role of surface contamination and catalysis in that

interaction. Indeed it was ultimately determined that this, even more than

the Wigner energy, was responsible for the fire at Windscale.

3. Dislocation Core Structure; Electronic and Interatomic Forces

In 1950, "it was well known that" the elastic constants of copper could

be estimated by methods used by Fuchs in which only three terms really

counted - the free- electron-- gas energy of the electrons, the Madelung energy

of the singly charged ions in the uniform electron gas, and the closed

d-shell interactions. Unfortunately, this gave a very poor value for the

cohesive energy; because the closed-shell interaction was purely repulsive,

copper was no more strongly bound than sodium, and the elastic constant was

reasonable only because the interatomic spacing was imposed rather than

derived as the most stable spacing. Furthermore, my own experience with

calculating the elastic constants of the bubble rafts had shown me that

Poisson’s ratio could only be calculated if one knew about three-body forces.

I puzzled for a very long time about how to calculate distortions of the

closed shells under elastic stresses. P.-0. Lbwdin and his collaborators in

Sweden seemed to be on the right track with their calculations on alkali

halides, but we never got far for copper. The required concepts of a d-shell

polarizability and of multipole shell-model distortional parameters were all

there waiting for enunciation, but we got nowhere trying to deduce it all

from closed-shell overlaps, exchange repulsions, etc.

Meantime, however, Leigh was learning and teaching us about more

detailed ways of dealing with the conduction electron part of the problem,
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working up the A.P.W. method and exploring its accuracy and convergence. A

particular point of interest for copper was the possibility of a reduction of

certain elastic shear constants which could occur when the energy of one

pocket of electron states is raised and that of a symmetry- related pocket

lowered by the elastic distortion. In this way the transfer of electrons

from one set of states to the other would reduce the elastic constant. This

turned out to be quantitatively uninteresting for copper, and interest in the

matter lapsed. Much later this question has again been taken up when

considering structural stability and soft phonons, etc. We were therefore

left high and dry for the detailed dislocation calculation because of lack of

understanding of the ’’closed shell” interactions and hence of all possibility

of producing a sensible two-body force cystem. The problems of dislocation

energy and, slip plane choice were instead tackled by different semi-empirical

methods (8 ),

The problem of assigning effective ranges to the interatomic forces

continued to interest us, and in 1957 the interpretation of thermal diffuse

scattering of X-rays and neutrons caught our attention. We showed ) that

in principle the range of the forces could be estimated from the phonon

spectra along lines of high symmetry. This showed that ranges out to fourth

or fifth neighbours had to be considered in aluminium, and left the problem

of matching observations to a priori calculations still as far from solution

as ever.

4. Uranium

Its nuclear properties aside, uranium is still funny stuff. Thus it has

three structural phases:

( i )  alpha - a base-centred orthorhombic structure that is, in fact,
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a slightly distorted close-packed hexagonal,

(ii) beta - a complex tetragonal phase (with 20 atoms per unit cell)

rather similar to the well known intermetallic sigma phase, character-

istic of intermetallic compounds, and

(iii) gamma - a body-centred cubic structure®

The physical properties of the alpha phase are highly anisotropic, and it

seemed sensible to try to apply the methods of group theory to elucidate the

band structure. The space group of the alpha-structure is very simple so

that it does not provide many distinct representations© The electronic

states were expected to be combinations of 7s, 7p, 6d and 5f atomic

functions. It was quickly found that the group structured ) did not

help much. Likewise there existed at that time neither reasonable atomic

functions to use in an L.C.A.O. calculation nor a self-consistent field to

calculate them from. At about this time Cicely Ridley came from Douglas

Hartree’s group in Cambridge to work for us, and one of her early heroic

tasks was to get the Ferranti Mark 1 computer at Aldermaston to give a

Hartree (exchange-free) self-consistent field for the i ondl)  e

That calculation involved many all-night runs with the machine being

’hand-fed’ with the results from previous phases of the computation since all

the memory space was always required for the phase in hand.

The U "1" core was to be the starting point for obtaining the atomic

valence electron functions to use in an L.C.A.O® calculation® It quickly

became apparent that the radial dependence of the valence atomic orbital

depended drastically on the occupancy of the available states® Furthermore,

spectroscopic evidence showed that the spin and orbital states of the whole

atom controlled the configuration energy through exchange interactions in a

12 7



way completely neglected in the Hartree method of calculation. Equally, it

was obvious that although one could easily see how to work in the

Hartree-Fock approximation, the computers available were quite inadequate to

make any progress. Desperate remedies were needed. In metals, in general,

Hartree fields seemed to work because the orbital quantization was suppressed

by crystal fields, and also because in the non-magnetic metals the Bloch

states were each occupied by two electrons with paired spins. We therefore

tried calculating some Hartree self-consistent fields for neutral uranium

with ’metallic’ boundary condsitions 12) . These boundary conditions,

following the Wigner-Seitz tradition, were to make the radial gradient of the

k = 0 wave-function zero at the surface 'of a sphere whose volume equalled the

atomic volume of the crystal lattice. The functions were made self-

consistent with a configuration (5f) (6d)2 (7 9 while the band width

of the s, d, and f bands was estimated by also finding the energy (in the

same potential field) which made the wave-function itself zero on the surface

of the Wigner-Seitz sphere. It was postulated that this energy would be

about three times further above the zero-gradient bottom-of-the-band value

than the real band top would be, since the real band would be better

approximated by a zero-gradient boundary condition in two dimensions and zero

value in one dimension. (A numerical check on the d- and s-band widths in

copper by this method and comparison with A.P.W. calculations showed the

factor to be indeed very close to three for each band.)

By studying other configurations, i.e. (5f) , (5f) (6d)2 9 and

(6d)6 we showed that self- and mutual-screening effects could indeed lead

to a stable predicted configuration, which turned out to be close to (5f)

(6d) 2 .
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Table 1

Energy Parameters for Metallic U

Configuration (5f) (6d) (7s)

Wigner Seitz
boundary condition P = 0 boundary condition Band Width

7s — O®35 a©u© - 3 O 22 a®Uo 12.9 eV
6d 0.175 a.u© - 1.061 a.u. 5.58 eV
5f 0.393 a.uo O©267 a.u® 0.57 eV

Configuration (5f) (6d)

6d 0.0859 a.u. - 1.247 a.u. 6.01 eV
5f 0.0786 a.u® — 0.121 a.u. 0.9 eV

This crude computatonal scheme based on exchange-free non-relativistic

methods was forced on us by lack of computational power. Nevertheless, the

wor k was instructive and left us convinced of several important conditions,

namely:

(i) the 5f and 6d electrons were both equally active in determining

the bonding and crystal structure of uranium,

(ii) the 7s and 7p states might be little occupied, the conduction

electrons were mostly in 6d states,

(iii) self-consistent calculations should lead to an understanding of

the relative band occupancy in metals,

(iv) Wigner-Seitz boundary conditions could shed much light on general

band parameters,

(v) pre-formed bonding hybrid orbitals of the kind used by

theoretical chemists in discussion of the shapes of organic molecules

were not likely to fit into or be derived from any reasonable theory of

me ta Is.

Over the next few years Hartree-Fock and ’unrestricted Hartree-Fock’
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calculations for atoms reached a good standard of accuracy. As a result it

became clear thet the width of the 5f-band gradually contracted between

thorium and plutonium and that, whilst our detailed numerical estimates were

not of much direct use, most features of our general picture remained

valid(13>14) #

5 • Correlation, Exchange and Magnetism

The problem of the cohesive energy of metals is dominated by the need to

allow properly for exchange and correlation between the mobile metallic

electrons. Roy Leigh followed up the original ideas of Wigner with some nice

work on variational estimates of the total energy in real band systems. Then

in 1951 Bohm and Pines published their paper showing a way of decoupling the

collective plasma oscillations from the individual particle degrees of

freedom. John Hubbard joined in at about this point, with his paper relating

the diagrammatic analysis of the many-body perturbation series to the

dielectric theory of plasma oscillations. His later papers used the results

to calculate the correlation energy of the free electrton gas, later

extending it to cover the electron gas in a crystal. But John Hubbard is

writing one of these articles, and all I need say is that his work put

Harwell on the world map of many-body theory and kept it there for two

decades.

One conclusion from this work, however, was that there was good reason

to treat the Hartree field as basic, and the exchange and correlation

energies together as a next stage of approximation. This gave us the feeling

that one-electron band theory should indeed give approximate treatments of

many metals. The lack of computing power at Harwell meant that from the late
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1950’s onward we watched whilst the American teams - especially at M.I.T.

under Slater - developed and compared A.P.W., O.P.W., and other schemes of

band calculations.

Harwell’s attention became directed more particularly to the problems of

magnetism, i.e. to the states of metals and insulators with net atomic spins

and possibly net orbital moments. The growing power of neutron diffraction

made this especially rewarding, and the work on magnetic materials by Walter

Marshall, Alan Runciman, John Gabriel and Dennis Rimmer elucidated many of

the niceties of the effects of crystal fields on atomic states. John Hubbard

produced his famous treatment of the narrow band correlation problem which

remains the basis of most calculations of the stability of magnetic metallic

states.

6. Transition Metals

It was only in 1959 that John Wood - ) from M.I.T. published a

rather complete A.P.W. calculation for paramagnetic metallic iron in both

face-centred cubic and body-centred cubic phases. The b.c.c® calculation was

of particular interest for several reasons:

(i) it was possible to deduce the energy splitting between the two

spin directions (which was not unreasonably high) and to show from the

density-of-states curve that the spin moment might well stabilise itself

at about two Bohr magnetons

(ii) it was possible to assign symmetry labels to all of the electron

states and establish that some of the bands were essentially d-like and

that some were hybridised s-p states

(iii) it was possible to see that the Fermi surface was placed to give

roughly one occupied s-state per atom.
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In 1961 BacondG) established that Cr was antiferromagnetic with a

periodicity that was not quite commensurate with the crystal lattice. This

problem fascinated me, since it implied a self-consistent field with two

incommensurate periodicities, implying that it was formally impossible to

describe the wave functions as Bloch functions at all. Overhauser had just

published his papers -?) on spin-density waves in an electron gas, which

suggested that a spatially periodic spin density of wave-vector corresponding

to the diameter of the Fermi sphere, 2 k F , might be self-stabilising, since

the corresponding potential could couple states of similar energy whose

wave-vectors differed by 2kp and so lower the energy of the favourable

linear combination linearly with the magnitude of the potential. More

careful criticism of Overhauser’ s original suggestion showed that the

f ree-electron gas was not unstable in this way. It seemed reasonable,

nevertheless, to speculate that with a non-spherical Fermi surface things

might be different and in particular that paramagnetic chromium might have

i
some special instability that favoured its unique anti- ferromagnetism.

In 1962 8) j therefore stuck my neck out by constructing a Fermi

surface for paramagnetic chromium by the simple expedient of using Wood's

iron calculation as a basis, lowering the s states a little relative to the

d-band, which I assumed to be rigid, and then allocating 6 electrons per atom

to the band system. To my joy, it was immediately clear that large areas of

Fermi surface were nearly parallel and separated by wave-vectors that could

easily be supposed to match the observed periodicity of the antiferromagnetic

lattice. The instability proved difficult to establish quantitatively, and

my efforts in this direction ran into the sands, as recorded in the report of

the Varenna summer school on magnetism - ) . The less complex
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calculation of the static magnetic susceptibility of chromium, in terms of

induced orbital moments arising from interband magnetic coupling was,

however, carried out by John Denbigh 20 ) on a simple desk-calculator

during a two month summer visit, using those same band energies from Wood’s

calculation for iron® The result fitted experimental analyses very well, and

lived for several months before a real calculation with a computer superseded

it® Later, computer calculations of the wave-vector dependent susceptibility

became practicable, and somewhat to everyone’s embarrassment, showed that the

simple heuristic arguments were misleading; the susceptibility does not show

nearly so sharp a peak as expected®

7 • Conclusion

The Theoretical Physics Division between 1952 and 1965 devoted

considerable energy to understanding electrons in metals, with uranium and

the actinides and the structurally-important transition metals as the main

targets® Many importrant insights were obtained® A main result of that

period was a conviction that the majority of the physical properties of all

metals, except the 4f rare-earth series and the actinides beyond uranium,

were dominated by band effects which could be described well enough for most

purposes by simple one-electron calculations with simple self-consistent

fields. The period from 1960 on showed increasingly clearly the necessity of

incorporating relativistic spin-orbit coupling terms in the heavy metals, and

some ’local exchange field’ correction to the fields close to nuclei. Recent

work 2 !), however, shows that Th is still a tetravalent 6d metal, exactly

as we deduced from Cicely Ridley’s non-relativistic work on U in 1956! The

problems of the non-local interaction of spins - highly important for alloy

theory and for antiferromagnetic instability - required the evolution of
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computers large enough to produce wave-functions at all wave-vectors for all

bands so that the susceptibility at arbitrary wave-vector could be computed.

This work has not proved to be very illuminating so far, and much interest

again focusses today on heuristic arguments that give qualitative

descriptions of band structures, such as canonical d-bands to account for

crystal structure (Pettifor ) . The struggle is still as much for

insight and understanding as for quantitative explanation that rests on

complex and impenetrable computation.
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Chapter XIII

MANY-BODY THEORY

J. Hubbard

When the Atomic Energy Authority was founded 25 years ago the discipline

of many- body theory was in its infancy. The intervening years have seen it

pass through childhood and into adolescence, but we do not detect any real

maturity as yet. Much has been learnt, some difficult phases have been

passed through and forgotten, but no unified identity has yet been

establishedo

In the years preceding 1950 some notable progress had been made in the

theory of interacting particle systems. In particular one might mention the

highly developed perturbation theory of celestial mechanics, the classical

kinetic theory of gases, the exact solutions to certain one-dimensional

problems obtained by Bethe, and the ’mean-field’ theories such as

Hartree-Fock. However, problems such as the prediction of the detailed

correlations brought about by the Coulomb interactions of electrons in metals

had been widely regarded as intractable. But the early fifties saw the

beginnings of some progress on these ’intractable’ problems. Particularly

noteworthy were Bohm and Pines’ theory of plasma oscillations in electron

gasesd) and Breuckner’s theory of the interactions of nucleons in

nuclear matter ).

Bohm and Pines showed that the Coulomb interactions gave rise to high

energy plasma oscillations in the electron gases of metals and that these

plasma oscillations to a large extent ’used up’ the effects of the Coulomb

interactions leaving the electrons otherwise free to behave as though they
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did not interact, i.e. according to the prescriptions of band theory.

Breuckner showed that the ’hard-core’ interactions of nucleons could be dealt

with by t-ma trix summations leading to a tractable theory resembling

Hartree-Fock.

These developments sowed the seed for what was later to emerge as the

discipline of ’many-body’ theory. But at that time the necessary

mathematical apparatus for dealing with such problems had not yet been found,

and these theories were formulated in terms of rather special and

unsatisfactory mathematical schemes. Thus at the time of the formation of

the Authority in 1954 the search was on for a sound approach to such

problems. The first success in this direction came in 1957 with the work of

Bethe and Goldstone ) in Cambridge, who, borrowing from quantum
*

electrodynamics the Feynman diagram technique for the analysis of

perturbation series, formulated the Breuckner theory in a satisfactory way

and proved the first important general theorem of many-body theory, the

’ linked-cluster theorem’.

In the meantime, progress had been made with the electron gas problem.

Mott (4), Frohlich ) and Hubbard ) pointed out in the

mid-fifties the close connection between the plasma oscillations and the

dielectric properties of an electron gas; this ’dielectric’ viewpoint has

since that time remained the preferred way of looking at the plasma

oscillation theory. Hubbard, by then working in the Theoretical Physics

Division, sought a proper mathematical formulation of this dielectric scheme,

and eventually (in 1957) developed a scheme ) similar to the

Bethe-Goldstone theory, but now adapted to the electron gas problem. At
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about the same time a similar scheme was developed by Breuckner and Gell-Mann

(stiff competition indeed), but their theory did not go quite as far as

Hubbard’s. This perturbation theory remains to this day one of the standard

approaches.

Another major and quite independent development occurred at about this

time. Since its discovery in 1911 the phenomenon of superconductivity had

been a great unsolved mystery. It had been realised after the development of

quantum mechanics that it must be a quantum phenomenon, and it was

appreciated that electron interactions must be responsible (for what else

could it be due to?). The observation of the isotope effect suggested that

the interactions in question were not the direct Coulomb interactions between

electrons, but a secondary interaction between them mediated by the phonons

of the ion lattice. Theory predicted that the latter interactions could give

rise to an attraction between electrons, and Cooper in 1956 showed that they

might lead to a bound state between a pair of electrons. However, the

effects of the Pauli principle interfered with the bound state in a subtle

way. In 1957 Bardeen, Cooper and Schrieffer unravelled this difficult

problem, and showed that the attraction could lead to a condensed state of

the electron gas which would indeed exhibit superconducting

properties ). The mystery was solved! Again rather special techniques

were employed in the initial formulation of the theory, but it was soon

reformulated, in terms of, and absorbed into, the main stream of many-body

theory being developed at that time. The Bardeen-Cooper-Schrief f er theory

has stood the test of time and remains one of the great successes of

many-body theory.

The next few years (the late fifties and early sixties) saw a general

flowering of the theory without startling new developments. The perturbation
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theory technique was augmented by the development of other techniques such as

the Green’s function methods of Zubarev and Martin and Schwinger, which have

proved to be invaluable mathematical tools, but did not of themselves provide

new physical insights. Various other techniques such as the equation of

motion method and the functional integral method (Stratonovitch ) *

Hubbard lO)) were also developed about this time. The unusual properties

of the latter method were to prove useful in some later developments, as we

shall see.

One formal development due to Luttinger and Ward in the early

sixties is of great interest to solid state theorists. They, in a sense,

completed the programme foreshadowed by the Bohm and Pines theory. They

showed, using the perturbation method, that electrons near the Fermi surface

behave like free (i.e. non-interacting) pseudo-particles in spite of the

strong Coulomb interactions; thus they explained why all the earlier

calculations of conductivity, Fermi surface properties, etc., had,

paradoxically, been successful in spite of their neglect of the interactions,

and laid the basis for future calculations of this kind. There is a catch,

however. The argument is circular: it shows that solutions with these

properties are possible (and are presumably realised in many cases), but it

does not show that there are not other solutions with different properties

(there are).

Since the beginning of the sixties the pace of real progress has

slackened somewhat (although the number of publications in the field has

increased enormously). The reason is simple. The early days were much

concerned with the development of the technique for the formulation of

many-body problems; this phase is now passed. Such technique only enables
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one to write down the appropriate equations, it does not tell one how to

solve them. To make further progress one must find new solutions to these

equations corresponding to new physical insights into the problem - a slow

and difficult process. It emerged that the Breuckner and plasma oscillation

theories were based upon expansions in suitable small parameters. The

Breuckner theory is really a low density theory (where pairwise collision

processes are dominant) and the plasma oscillation theory is a high density

theory (where the simultaneous interactions of many particles have important

averaging effects). What we badly need are new and better expansion

parameters.

Nevertheless, a number of very important developments have occurred in

the intervening years. They have mostly been slanted in a particular

direction. The results obtained up to the early sixties had a rather curious

aspect. Apart from the notable exception of superconductivity theory, they

seemed to show that the particle interactions and correlations, which had

been so carefully studied, had little effect! In both the nuclear and the

electron gas cases it seemed that one could ’renormalise away’ the effects of

the interaction and be left with non-interacting pseudo-particles. The

subsequent developments that I shall discuss all depart strongly from this

position and are concerned with situations in which the interaction and

correlation effects have important physical consequences.

One of these developments originated in the Theoretical Physics

Division. Its initial aim was to enable one to understand the nature of

ferromagnetism in metals (of which more later). It failed to achieve what

was hoped for in this direction, but led to bigger things. The problem in
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question - prompted by the results of neutron scattering experiments - was

this: did the magnetic electrons behave as though they formed an electron gas

or as though they were localized at the atoms of the ferromagnet? But the

question goes deeper: why do some solids behave like a collection of atoms or

ions s others as though they contain an electron gas? The answer obtained was

that it was a matter of electron correlation: when the correlations are

dominant the system behaves like a collection of atoms ( a  truly important

correlation effect)® The situation could be studied on the basis of a very

simple model (the ’Hubbard Hamiltonian’), the utility of which was such that

it has since been applied to a great many other physical situations.

One particularly striking result dropped out of the study of this

model l ) In some circumstances the strength of the interaction could

determine whether a material was an electrical conductor or insulator. As

long ago as 1949 Mott had with remarkable insight, perceived this

possibility of conductor-insulator (Mott)possibility and the associated

The new model confirmed the correctness of his view and

provided the mathematical apparatus for discussing these transitions

The critical phenomena occurring at second-order phase transitions have

been the subject of intense study in recent years, both theoretical and

experimental (the neutron scattering measurements having been of particular

value). By the middle sixties these studies had revealed the existence of

the ’scaling laws’ and ’critical exponents’, and a burning question was how

to account for these. It turned out that the interaction effects were of

dominant importance in this situation also. Kadanoff ) identified the

physical origin of these unusual effects, the loss of the correlation length
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as a scale length at the critical point (where it diverges)® It fell,

however, to Wilson ) t o  develop the appropriate mathematical apparatus

(the renormalisation group theory, again a borrowing from electrodynamics) to

study such problems. Here again one has a small parameter, the distance from

the critical point, but must adopt a very unusual procedure (repeated

renormalisations) to take advantage of it. The theory explains the existence

of the scaling laws and their universal nature, and enables one to calculate

approximately the critical exponents. It is ideally adapted to the problem

of the critical phenomena and similar situations (e.g. the Kondo problem),

but is not so obviously suited for the many other applications that have been

attempted in recent years. As to why the computational procedures used in

conjunction with the renormalisation group method work so well remains a

mystery.

I will mention another development rather close to Harwell’s interests.

I hark back to the problem of ferromagnetism in metals mentioned earlier.

About 1970 a new approach to this problem was developed by Evanson,

Schrieffer and Wang ) an d by Cyrot ). It was based upon the

rather unusual functional integral technique mentioned above, and provided a

kind of unified theory in which one could see how the magnetic electrons

could simultaneously exhibit both itinerant (electron gas) and localised

behaviour. It is interesting to note that the functional integral technique

is the only one presently known to us which could provide the appropriate

formalism for this purpose. However, this formalism is very tricky to use

and the original formulation of the ferromagnetism problem did not quite

correspond to the correct physics of the situation® Recently (1979),

however, the method has been revived by Hubbard 8) a nd Korenman and
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Pranged )* using what I believe to be a correct formulation, and has

been shown that it might well provide a good description of ferromagnetism in

the case of iron (at least).

Finally, I must mention the interesting developments connected with

’low’ dimension systems, e.g. the quasi-one-dimensional solids, the liquid

helium films, etc. The behaviour of interacting particle systems may depend

strongly upon the dimensionality of the space in which they move; the

examples mentioned above imitate to some extent many-body problems in one and

two dimensions. The one-dimensional case is very unusual: one can sometimes

obtain exact solutions! These solutions are all based upon Bethe’s 1931

idea. Such exact solutions have been obtained for one-dimensional boson

systems, electron gases and even for the one-dimensional Hubbard model. They

are of great heuristic value in helping one avoid the traps into which one

may fall when using approximate methods (many-body theory is littered with

such traps and there have been many casualties). One does not, of course,

have phase transitions in one dimension. As a compensation it has been found

that in the two-dimensional case one may have transitions of a strikingly

unusual nature, dependent on the topology of two dimensions. This remarkable

possibility was discovered by Thouless and Kosterlitz O ) j_ n the early

seventies; their novel ideas seem now to have been verified by measurements

on liquid helium films.

Where docs this leave us today? How far have we advanced in 25 years?

We have learnt the appropriate language (Green’s functions, etc.) to use in

discussing many-body systems. Some ancient problems have been solved (why

does band theory work so well, what causes superconductivity, why are there

different kinds of solids). But we possess no systematic methods of
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solution,. What I have described above is a collection of special solutions

appropriate in particular circumstances. Some of these we only half

understand. Why do the renormalisation group computational schemes work?

Does Luttinger and Ward’s result hold for the Hubbard model in the strong

interaction case? There are many similar fundamental questions still

unanswered. Our understanding of the effects of particle interactions is

still limited and we have a long way to go before the subject reaches

maturity, let alone senescence.
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Chapter XIV

ATOMIC TRANSPORT IN SOLIDS

A. B. Lidiard

Introduction

The subject of diffusion and of atomic migration in solids is a complex

one in which the particulars are often as important as the general

principles. It is now well established as an integral part of the more

general subject of imperfections in solids , since it appears that in all

well-studied and well-understood crystalline solids diffusion depends upon

the presence of lattice imperfections, particularly the presence of atomic or

so-called ’point’ defects, i.e. vacant lattice sites (vacancies) and atoms in

the interstices of the lattice (interstitials). The early 195O’s saw the

beginning of this explicit recognition of the integral nature of the study of

imperfections in solids - ), and in I960 the first book with this

general title appeared ). The consequent close interactions between

research on diffusion and atomic transport with that on, for example,

radiation damage, colour centres, mechanical properties, etc., makes it

difficult to isolate the currents of progress in diffusion from those in

these other topics. Nevertheless, one can discern certain broad developments

in diffusion theory and it is these which I shall describe and illustrate in

this brief article.

At the root of it all, of course, lies the stimulus provided by the

availability of radioisotopes which allowed very precise diffusion

measurements to be made under conditions very close to thermodynamic

equilibrium. This stimulus was there from the early days of atomic energy.

The 1950 ’s and early ’60’s were a period of fairly rapid innovation in
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diffusion theory; these developments are summarized in a number of books

which appeared several years later -7). I believe that one important

reason for this burst of theoretical activity was confidence in the basic

models of diffusion via vacancy and interstitial defects which derived partly

from the fundamental calculations of defect structure by Huntington and

Seitz ®) and by Mott and Littleton ) an d partly from the insight

into defect structure which it was possible to obtain from experiments on

ionic crystals in particular (10) #

The 1960 ’s and 1970 ’s have been periods of very notable refinement in

experimental technique, one of the objects of which has been the confirmation

and application of the principles advanced in the preceding years (e.g.

isotope effects, relations between diffusion and ionic conductivity). With

the availability of large computers has come a rise in the importance of

basic calculations of defect structure and energies which have enabled us in

the 70 ’s to understand complex structures which didn’t fit in with the

simpler models used for the earlier diffusion theories (e.g. the Willis

structures in U02+ x ) • The results of these calculations are now being

increasingly incorporated into diffusion theories and analyses

Amongst these computer-based calculations are those using Monte Carlo and

molecular dynamics techniques, which enable us to describe systems for which

the simpler, essentially static models are inadequate. All these methods

will undoubtedly become more important in the future. Even so the simpler

analytic theories remain to be unified.

This article attempts to illustrate these broad developments in more

detail. The next section deals with models of defects - although only
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briefly since this is the subject of Chapter XVII by Michael Norgett.

Section 3 then discusses the statistical mechanics of defect populations,

while Section 4 deals with theories of the diffusion and migration of atoms

by the action of these defects. Unfortunately, there is space to deal only

with the fundamentals but not with applications such as precipitation or

nucleation theory. Ron Bullough’s article on Radiation Damage in Metals

does, however 9 deal with one such application, namely defect movements under

irradiation.

2® Models

That atoms and ions can move through solids has been known for a long

time. Before we can begin to provide quantitative theories of these

movements we need ideas about how these movements occur; models in other

words. By the beginning of the period of this review the idea that these

movements were accomplished by the action of lattice imperfections - vacant

lattice sites arid interstitial atoms or ions - was well established, although

the idea that pairs or larger groups of atoms could exchange places directly

by a thermally activated co-operative movement was also still being

explored Z) . These imperfections allow the atoms of the solid to move

to an extent proportional to their concentration. Thus the atoms next to a

vacancy may, if sufficiently ’activated’ by thermal motion, jump into the

vacant position. Likewise an interstitial atom may jump directly from one

interstitial site to another by thermal activation. Or it may move by

pushing a neighbouring atom off its lattice site into a new interstitial

position and itself taking the lattice site so vacated. And one can envisage

other possibilities.

However, despite the computational difficulties, solid state theory had

already begun to guide the choice of models. Huntington and Seitz 8 ) had
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studied the energetics of the vacancy and the interstitial atom in Cu and

obtained several results which had a considerable influence. In particular,

they showed that the energy of formation of the vacancy was only about

one-third of that of the interstitial, so that vacancies would be the

dominant thermally produced defect. Furthermore, the calculated magnitudes

of the vacancy formation and activation energies were such as to explain the

experimentally observed diffusion rates. Thirdly the relaxation of the

lattice around the vacant site was quite small and no radical re-arrangement

of the local co-ordination was indicated. These results were assumed to hold

for the other noble metals and indeed for close-packed metals generally.

They gave a confidence to the theory of diffusion in metals which allowed it

to flourish in the 1950 ’s and 1960’s. A similar confidence was imparted to

the theory of diffusion and ionic transport in ionic crystals by the even

earlier calculations of Mott and Littleton ) f O r the alkali halides.

These again showed that the dominant thermally produced defects were

vacancies (Schottky defects, i.e. anion and cation vacancies together) and

that the lattice co-ordination around the vacancies was not drastically

perturbed. This confidence that solid state diffusion was to be understood

in terms of the movements of distinct defects, particularly vacancies, also

had the additional important consequence of linking the study of diffusion to

other branches of solid state physics, chemistry and metallurgy concerned

with imperfections, and especially with the new subject of radiation damage

stimulated by nuclear reactor technology. That these links were well

established at the beginning of our period may be seen from two reviews of

Seitz from that time l* ).

But to return to diffusion theory. By 1954 the atomistic calculations

had been enlarged to include the energies of the interaction of solute atoms
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and ions with vacancies, finding them to be weak and of short range in a

meta]/ 14) and rather larger and of long-range in ionic

crys.tals(15, 16) # Diffusion theory had, in fact, all that was needed to

set up definite models for many of the statistical analyses of the next 25

years*. These analyses were made particularly actively in the next dozen

years or so (see section 4): they were drawn together in the books of Adda

and Philibert ) and of Manning ?)* But the atomistic calculations

had also flourished in this time and in 1966 the first conference purely

devoted to such calculations was held under the auspices of the National

Bureau of Standards in Washington 1®) . Experimental studies were

disclosing or implying some complex and unexpected defect clusters (e.g.

those in U02+ x 
an( in Fe l-x°) a s  we H a s  showing up those which

were expected. It was necessary to return to the atomistic calculations to

understand these. As Chapter XVII by Michael Norgett shows, very

considerable progress has been made since that first conference in 1966; for

example, we now understand well the origin of the clusters in Fep_ x O and

in U02+ x and related substances. The results of these atomistic

calculations are now increasingly calculations are now increasingly used to

guide theories of diffusion and transport in very specific and sophisticated

ways.

In keeping with the rather rigid atomic structure around most defects

these atomistic calculations have generally been made on static lattices -

which can be justified within the framework of the quasi-harmonic

approximation. But the late 70 T s have seen one important example which shows

*This is certainly true of ionic crystals and most metals. Some alloy
systems have, however, been found subsequently to exhibit very rapid solute
diffusion (e.g. a number of elements in Pb and in Sn) . These were inves-
tigated notably in the late 60’ s and in the 70 ’s and special defect models
devised ?) • At the present time there are still some, uncertainties
about the correct defect models to use for semiconductors.
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that there are limitations to this approach; for this we must use a fully

dynamical approach such as that offered by the ’molecular dynamics’ method

of computer simulation. The example is the class of compounds having the

fluorite (CaF2) structure. These materials were extensively studied in the

60 ’s and appeared to be analogous to the alkali halides, the differences

following naturally from their different lattice structure. When we wrote

the book ’Crystals with the Fluorite Structure’ under Bill Hayes’ editorial

leadership at the beginning of the 70 ’s there were just a few anomalies, most

notably a rather little known indication of a high temperature specific heat

peak. Soon afterwards it was shown that at temperatures above this peak

several of these substances showed high ionic conductivities and high rates

of anion self-diffusion. The molecular dynamics calculations show that this

high temperature behaviour is quite different from the low temperature

behaviour. In particular, the local structure of the defects appears to

changers). in this class of material we therefore lose the simplicity

of the early and well-established models of vacancies and interstitials when

we go to temperatures close to the melting point.

3. Statistical Mechanics

The theory of atomic transport by lattice imperfections in effect

separates observable transport or diffusion coefficients into products of two

factors, one proportional to the local density of imperfections and the other

involving the frequencies of movement of the atom by the imperfections. In

this section we discuss the density of these defects.

The densities of defects such as vacancies and interstitials may be

obtained by application of the methods of statistical mechanics. For the

simplest examples of dilute systems of non-interacting defects the results
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were well established in the scientific literature even by the outbreak of

the second World War. The concentration of such defects will depend

exponentially on temperature through a Boltzmann factor which contains their

formation energy. Indeed, this result is so obvious and so well known that

it may seem hardly worthy of mention. But even this result will only be

valid as long as the temperatures, and thus the defect mobilities, are high

enough to ensure thermodynamic equilibrium.

The qualification is important historically. For a series of elegant

experiments carried out in the 1950 ’s (notably by Koehler et al at the

University of Illinois) showed that it was possible to cool hot wires and

foils of metals sufficiently rapidly that one could retain the vacancy

population established at the original high temperature. Subsequent

annealing of these specimens at intermediate temperatures allowed the vacancy

mobilities to be determined. Thus it was possible (a) to find the density of

vacancies as a function of temperature, (b) to determine their mobility as a

function of temperature and (c) to show that these defects were responsible

for the diffusion of atoms in these metals.

Alongside these quenching experiments were the outstandingly precise

’ Simmons- Balluffi’ X-ray and dilatometric experiments, which provided direct

demonstrations of the presence of vacancies in metals and dilute alloys and

gave absolute measures of their concentration.

These two types of experiment thus confirmed the vacancy model of

diffusion in the most direct ways possible and thereby greatly strengthened

the theory of diffusion, especially in metals. A somewhat analogous

strengthening of the theory of ionic transport in the alkali and silver
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halides had been provided earlier by the discovery that one could control the

density of vacancies in such crystals by the addition of small concentrations

of foreign ions of a valency different from that of the corresponding host

ion* (e.g. Cd + in NaCI).

Thus the elementary theory of non-interacting defects was established

before the beginning of our period and well confirmed experimentally in

several distinct classes of solid (metals, solid rare gases, ionic crystals)

in the years following. But how was theory to deal with interactions between

these defects? We may distinguish interactions at short range and at long

range. In a metal, for example, two vacancies may attract one another with a

’binding energy’ of roughly 0.1 eV when they are nearest neighbours but have

a quite negligible interaction at greater separations ® . In an ionic

crystal an anion vacancy and a cation vacancy will also bind together when

close to one another (even as strongly as 1 eV) but they will also have a

long-range Coulombic interaction at all distances.

When only short-range interactions are significant it is natural to

treat the close pairs as distinct complex or quasi-molecular defects. In

first approximation their concentration will be obtained from the

corresponding ’mass-action’ equation. In complex systems (e.g.

non-stoichiometric compounds) there will generally be several of these

mass-action equations to be satisfied simultaneously. Although there were no

*For such ions John Sykes proposed the adjective ’aliovalent’ (’of another
valency’, from the La tin ’aliusj), a word which I put into circulation via my
review of ionic conductivity in the Handbuch der Physik ® \  It is now
so well established as occasionally to be mis-spelt!
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very challenging fundamental problems for theory here, there is no doubt that

the technique developed by Kroger and Vink l) for mapping out the nature

of the solutions to such sets of equations was very valuable, especially for

compound semiconductors for which it is still used.

In ionic crystals and in semiconductors where long-range Coulombic

interactions may also be present it seemed sensible to appeal to Debye-Huckel

theory while again retaining the idea of pairs or larger clusters of defects

as distinct entities >22) e This was no more than had already been done

in liquid electrolyte theory. This idea provided a theoretical framework for

the refined representation of ionic transport measurements and served the

subject well throughout the 195O’s and 60’s. In the last ten years, however,

there have been several studies, most notably by Allnatt and co-workers, to

determine the limits to this application of Debye-Huckel theory 23) e

These limits occur for conditions which are within the ranges studied

experimentally in, for example, the Ag-halides and in doped fluorite

compounds. The implications for transport, as distinct from thermodynamic

properties, have yet to be fully worked out, however.

So far we have discussed dilute defect systems. But there are many

systems where large concentrations of defects or impurities lead to special

ordering or co-operative phenomena. Examples are provided by

non-stoichiometric oxides of transition metals, fluorite solid solutions,

various fast ion conductors, etc. For these the well tried, basic

approximations of the theory of order-disorder phenomena, regular solutions,

etc. (e.g. the molecular field . approximation) are frequently used.

Uncertainty over important details of the models means that the refinements
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in order-disorder theory which have occurred in the past 25 years are not

often used in these applications. Indeed, many of these are quite intuitive

and may even be bad phenomenologically. For example theories of the ’fast

ion conductivity’ of the fluorite compounds at high temperatures ) ,

which lead to a rapid and co-operative increase in the number of Frenkel

defects at high temperatures, may be correct qualitatively but incorrect

quantitatively in indicating that as many as one-half of all the anions are

in interstitial positions at these temperatures. For at least some of the

fluorite compounds there is both experimental and theoretical evidence that

the degree of disorder at high temperatures is only a few per cent. The

theoretical evidence comes from very complete molecular dynamics

calculations ). The fluorite compounds would seem to provide a very

satisfactory ground for the future development of ideas of co-operative

defect transitions; they can be modelled satisfactorily, their high

temperature properties are accessible experimentally and a great deal is

already known of their low temperature defect properties.

4 • General Theories of Diffusion

So far we have considered the models of defects responsible for atomic

diffusion in solids and the concentrations of these defects. In this section

we consider aspects of the theory by which these models are related to

observable diffusion and other transport coefficients. We begin with

absolute rate theories of defect and atomic mobility (e.g. Eyring, Vineyard).

We then discuss ( i )  theories of relaxation processes (e.g. dielectric and

anelastic relaxation), (ii) kinetic theories, (iii) random walk theories and

(iv) the development of the irreversible thermodynamics formalism in the
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light of the advances achieved by means of these other more particular

methods.

4. 1 Absolute Rate Theories

These provide the basic (Arrhenius) expression for the frequency of the

diffusive jump of an atom from one lattice site to another. They derive from

the theory of chemical kinetics 5) a nd, for classical systems in

particular 9 from the work of Eyring 6) o The derivations of the atomic

jump frequency were tidied up by Wert in 1950 and especially by

Vineyard ?) in 1957. The Vineyard expression remains the valid general

expression of the essential idea of classical absolute rate theory. Within

the framework of the quasi-harmonic approximation it tells us how to

calculate activation energies and entropies and isotopic effects (i.e

dependence of jump rates on the mass of either the moving atom or a

neighbouring atom). The result for the activation energy is very simple: the

activation energy is just that in the corresponding static lattice. As a

result atomistic calculations of activation energies are almost invariably

done this way. By contrast there have been very few calculations of defect

entropies S) . these require an evaluation of vibrational frequencies but

the prescription is clear-cut and the tools are available in the form of the

HADES and PLUTO programs (see chapter XVII). The calculation of isotope

effects also requires the calculation of a frequency - that of the

decomposition mode at the saddle point (which is a purely imaginary number).

Again the presciption is clear-cut and the tools are now available. But

there have been very few such calculations. That by Ron Bullough, Norman

March, Roy Perrin et al was on vacancies in Cu, Na and NaC1 9) but that

is now almost ten years old. In view of the considerable experimental
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interest in isotope effects O) t his situation ought not to continue for

much longer.

The Vineyard formulation is based on classical stastical mechanics. As

such it should not be valid at low temperatures, i.e. at temperatures where

we know that the thermal motions must be described quantum mechanically.

Nevertheless, atomic movements at very low temperatures, e.g. those of

interstitial atoms in close-packed metals, take place with a frequency which

often depends upon temperature in the classical Arrhenius way. The general

theory of such movements does not yet appear to have been developed in a

satisfactory way. A particular exception is the quantum theory of the

diffusion of very light elements !) , hydrogen and helium, developed

originally by Pete Flynn and Marshall Stoneham during the latter’s sabbatical

visit to the University of Illinois in 1969. This theory has recently seen

another application - to the description of the motion of ’thermalized’

muonium in solids.

4.2 Relaxation Processes

One of the simpler tests of theories of atomic jump frequencies is

provided by measurements of the rates of certain anelastic and dielectric

relaxation processes. Perhaps the simplest example is that of the so-called

Snoek relaxation associated with the slight tetragonal distortion around

interstitial impurities (e.g. C and N) in b.c.c. metals where a single jump

frequency is involved. Certainly this example was historically

significant ) o in other cases, e.g. those involving pairs or larger

clusters of defects and impurity atoms, several distinct jump frequencies may

enter into the (several) characteristic relaxation times. As often, the
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alkali halides provided a convenient testing ground for simple ideas® In

1955 I discussed(32 ) j-he dielectric relaxation of impurity-vacancy pairs

in ionic crystals and thereby introduced what is now called the 9 five-

frequency model’ which has served as the model for much subsequent diffusion

theory, not only of the alkali halides but for f.c.c. metals as well® This

discussion, however, used elementary methods. Symmetry analysis was later

employed for this and related models for other crystal structures by Alan

Franklin(32) an( j by others. These methods for determining relaxation

modes and their symmetry, and thus the fields they couple to were

extensively developed by Nowick and are well described in his reviews 4)

from the 1960 ’s. But the number of systems which can be said to be fully

analysed, i.e. all relevant jump frequencies determined, is still small even

today.

4.3 Kinetic Theories

Many of the earlier elementary discussions of solid state diffusion were

really of this type, e.g. those which counted up the numbers of atoms

crossing from one lattice plane to another in order to determine the net

fluxes of atoms. Seitz set down such a theory for the Kirkendall effect in

195O( 3 5  ) but it was hardly possible at that time to be very explicit for

a concentrated alloy. Rather we needed to develop ideas on dilute alloys

first. In 1955 I presented a kinetic theory of such a dilute alloy using the

five-frequency model of diffusion via vacancies \ Actually at the

time I was more concerned with solute diffusion in ionic crystals than in

metals, since in these materials more striking effects could be expected

(e.g® the rapid dependence of diffusion coefficient upon solute

concentration, first glimpsed experimentally in the Ag-halides in 1951 and
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later very precisely determined during the 1960’s and 70 ’s by Fredericks et

al in the alkali halides ). But the approach was general and the

particular equations could be used for any crystal with the f.c.Co structure

or for diffusion on any f.c.c. sub-lattice in a compound.

One of its immediate consequences was to draw attention to what is now

known as the ’correlation factor’ in atomic diffusion and to provide an

approximate form for it in terms of the various vacancy jump frequencies in

the vicinity of a solute atom. This factor expresses the fact that when an

atom diffuses by the action of a vacancy (or other separate defect) its

successive movements are statistically correlated with one another; for

example, an atom which has just jumped into a vacancy is more likely on its

next jump to return to its former position than to move to other sites -

simply because the atom can move only to a site which is vacant. Actually

attention was first drawn to this feature of diffusion via vacancies in two

earlier papers on solute diffusion - the first by Johnson B) £ n 1939 and

the second by Wyllie 39) j_ n 1947 - which were, however, either incorrect

or incomplete in their analysis. The idea was again discussed by Bardeen and

Herring ) in 1952 in connection with self-diffusion (i.e. where the

’solute’ is chemically indistinguishable from the solvent).

Other consequences of the explicit expressions provided by this kinetic

formulation followed letter and included (i) expressions for ionic mobilities

and generalizations of the Nernst-Einstein relation ), (ii) a theory of

the influence of solutes upon self-diffusion rates l), (iii) a

description of the motion of solute atoms induced by a flux of

vacancies , 43) , (iv) interpretations of the phenomenological



coefficients, j , appearing in the thermodynamics of irreversible

processes

The same approach has been used subsequently by others for other

diffusion problems 4) e These include diffusion in a temperature

gradient (Soret effect) as well as isothermal diffusion and interstitial and

dissociative alloys as well as substitutional alloys.

There are some disadvantages to the method. One is its algebraic

complexity and the absence of a clear formal structure related to the

symmetry of the problem. The second is that it gives approximate results

but without a very clear formal sequence of successive approximations.

Nevertheless, I believe that the structure of the kinetic theory and its

relation to other approaches, especially the random-walk method (see below),

can be made more apparent; indeed' the work of Manning ? )  and of

Yoshida 4c) points the way. There is a close relationship to the theory

of relaxation modes (4.2 above) waiting to be picked out too. These

extensions are worth pursuing on account of the ease with which this kinetic

approach can be put into correspondence with irreversible thermodynamics

which in turn allows further applications to be made(37,43)*

4.4 Random Walk Theories

By such theories we mean those that derive from the Einstein equation

which expresses the diffusion coefficient, D, in terms of the mean square

displacement of the diffusing atoms in a time, t. These theories evaluate

the mean square displacement in terms of the parameters of the model (defect

concentration, jump frequencies) by means of statistical arguments. This
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approach leads naturally to the appearance of the correlation factor in the

diffusion coefficient. Indeed that was one principal result of the 1952

Bardeen-Herring paper referred to above ). Alan LeClaire and I then saw

how the result which I had obtained for solute diffusion by the kinetic

method could be confirmed by the random-walk method S) # At the same

time Compaan and Haven (at Eindhoven) were evaluating correlation factors for

self-diffusion via vacancies 6) a nd then for the interstitialcy or

replacement mechanism X. Later work by John Manning ) a nd Bob

Howard ) (at the n.B.S. Washington) resulted in the development of

several mathematically elegant ways of calculating these correlation factors

for all cases of practical interest; these methods were nicely brought

together and reviewed by Alan LeClaire in 1970 7). Others have been

added since 5) e

But why should these correlation factors be of interest? For a given

lattice they depend upon the mechanism of diffusion (vacancy or

interstitialcy). For solute diffusion via vacancies they depend on the

relative rates at which solute atoms and solvent atoms jump into vacancies.

For reasons such as these it was desirable to determine these factors

experimentally as well as to calculate them. Ionic conductors such as NaCl

offered one possibility via a comparison of self-diffusion coefficient and

ionic conductivity (to give the Nernst-Einstein ratio) as noted early on by

Haven 8). This possibility was realized (somewhat unexpectedly) in a

strikingly clear way in AgCl by Dale Compton at the University of Illinois

and explained by Charles McCombie and myself as a manifestation of Ag~*~ ion

diffusion by the interstitialcy (replacement) mechanisin' -. One had

known that Ag+ Frenkel defects were the dominant defects in AgCl and AgBr
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but up to that time had thought that the Ag+ interstitials jumped directly

from one interstitial site to another. The calculations of Huntington and

Seitz S) ha d pointed to the possibility of the intersitialcy

(replacement) mechanism in Cu but this was the first time the occurrence of

such movements was directly demonstrated experimentally® The value of

accurate comparisons of ionic mobility and diffusion was thereby established

and has been much relied on since. Generalisations for solute ions were

provided later, notably by Manning ? )  a nd in the thermodynamic formalism

by Bob Howard and myself (5),

But, while one can determine ion mobilities in ionic conductors and

semiconductors, in metals a different approach is needed if one is to

determine this correlation factor. Schoen ) in. 1958 initiated one very

fruitful approach, namely that of isotope effect measurements, by observing

that the relative difference in diffusion coefficient of two isotopes of the

same element is simply related to the product of the correlation factor with

a term which is the relative difference in the frequency of exchange with the

vacancy, and this term, by elementary rate theory, he set equal to the

relative difference in the inverse square root of the mass number of the

isotopes. The simplicity of this - result made it very important. Schoen had

derived it from our approximate expression for the correlation factor in a

f.c.c. lattice but Tharmalingam and I were soon able to show that it applied

rather generally to a range of lattice symmetries. The range of conditions

has been subsequently (1971) found to be even wider (51) e However,

because these isotope effects are so small, very precise measurements are

required to take advantage of these theoretical results. Techniques were

developed at Harwell in the 1960’s, principally by Les Barr, and at much the
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same time by Norman Peterson at Argonne. Those at Argonne still fluorish;

for a review see the article by Peterson 2) .

The universality of the method makes it very valuable. But there is an

important limitation. That is the assumption that only the jump frequency of

the diffusing atom depends upon the isotopic mass of the atom and that it

does so as the inverse root mass. The Vineyard formulation of the absolute

rate theory(27) s hows that these assumptions are not necessarily

accurate, although it allows us to calculate the corrections. The result is

that the isotope effect yields not simply the correlation factor alone but

its product with another factor which is dynamical, rather than geometrical,

in origin. As we have already remarked (in section 4.1 above) there have

been few attempts to calculate it yet and experimentalists have therefore had

to get along with empirical values as best they could ), in this they

have had assistance from the results on ionic mobilities mentioned above and

from the results of quite different experiments on the influence of solutes

upon both solvent and solute diffusion, rates. For the interpretation of

these, approximate theories were again useful l), although superseded by

more accurate ones 53) later.

4.5 Thermodynamics of Irreversible Processes

By the beginning of our period, several important works b) on this

subject had recently appeared. These contained three important basic points.

The first was the representation of the phenomenological relations between

the ’flows’, Jp (of heat, matter, electricity, etc.) and the ’forces’,

Xj, causing these flows as

(1)- ZLijXj
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The second was the result that the rate of production of entropy in the

system, S, was given by

TS = . (2)

The third was the Onsager relation between the off-diagonal coefficients,

namely

L ij “ L ji •

Obviously eqns. (2) and (3) imply that only certain ways of representing the

forces (gradients of temperature, concentration, electric potential, etc.)

are admissable. Unfortunately, de Groot’s book 6d) , while an important

and popular work, did not distinguish clearly enough between the sufficient

and the necessary conditions for (3) to hold , and this led to trouble

later.

This representation of solid state diffusion, with the inclusion of

vacancies as a distinct species, was used in the early 50 ’s by Bardeen and

Herring O )  and by L e Claire(54). However, for the Onsager

relations (3) to be useful one needed a greater understanding of these

phenomenological coefficients in relation to the underlying atomic movements.

A beginning was made by Bardeen and Herring who showed, for the special case

of self-diffusion by tracers (A* in A), that the off-diagonal coefficient,

Laa* ’ was directly proportional to 1-f, f being the correlation factor

(4.4 above). After the development of the kinetic theory of solute diffusion

(section 4.3 above) it was possible to go much further and Bob Howard and I

*The matter is handled more satisfactorily in the later book by de Groot and
Mazur'5') but has still come in for some fierce criticisn/58) .
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extended the application and analysis of this formalism for solid state

transport via vacancies fairly substantially in our 1964 review ), Very

similar ideas were in the minds of Adda and Philibert at that time and both

the phenomenology and the interpretation of it provided by the kinetic theory

figures prominently in their volumes on diffusion ) w hich appeared in

1966® That this formalism is of practical value and convenience has also

been shown by subsequent applications to (i) solute drift phenomena

occasioned by vacancy fluxes 3) a nd (ii) the complexities of the

diffusion of aliovalent solutes in ionic crystals ?). However, it is

disappointing that more progress has not been made in the determination of

the L-fj coefficients for other defect systems(44f ) e Despite the

more fundamental formulation offered by Allnatt, the straightforward pair

approximation type of kinetic theory still seems the most immediate way to

obtain these coefficients. Furthermore, it is not obvious that we can obtain

all the L-jj coefficients for a given system from the random walk method;

and at present it appears that we cannot. This emphasizes the desirability

of refining and generalizing the kinetic theory - as already noted above

(section 4.2).

An important pair of conjugate couplings represented in the theory of

non-equilibrium thermodynamics are those between a temperature gradient and a

matter flow and between a concentration gradient and a heat flow. Analyses

of the resulting phenomena such as the Soret effect and ionic

thermopower ,61) drew attention in the 1950’s and 60 ’ s to the

heat-of-transport parameter, q*, for defects. While this parameter has

thereby been successfully determined experimentally for many systems there

has been almost no theory of it - as distinct from rather barren intuitive
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discussions - until very recently® Thanks to the work of Mike Gillan,

however , we now have a method for the calculation of q from a potential

model of the solid 2) e This should enable us to obtain heats of

transport with as much confidence as we presently obtain energies of defect

formation and activation. These calculations represent an important task for

the next few years.

5 • Conclusion

The study of diffusion and atomic migration is part of the wider study

of imperfections in crystalline solids. This was recognised already by the

early 1950 ’s. In the next 25 years diffusion and transport studies added

enormously to our knowledge of the intimate details of defect structure,

energies and movements. This was obtained not merely from measurements with

radioisotopes but by many other techniques as well, e.g. dielectric and

mechanical relaxation, nuclear magnetic relaxation, ionic conductivity and

thermocurrents, electron paramagnetic resonance, etc. Corresponding

developments in the theory of defects and diffusion were, however, necessary

to translate these measurements into knowledge and understanding. It is

these theoretical developments which have been surveyed here. As a result we

can see some of the developments which will occur in the next few years. The

newer methods of computer simulation - Monte Carlo and molecular dynamics -

will undoubtedly play an increasingly important role in the study of strongly

interacting systems (e.g the fluorites at high temperatures) and in the

evaluation of heats of transport (by Gillan’s method). At the same time we

can expect to see some basic unification of analytic theories as well as

their extension to a growing diversity of particular systems. In particular,

as the effects of radiation in fast reactor environments are sufficiently
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great as to cause significant diffusion (or rather drift) effects there will

be further developments relating to interstitial-induced diffusion parallel

to those described here relating to vacancy-induced dif fusion e) .

There will undoubtedly be many other theoretical developments besides these

few examples. However, I am sure that diffusion theory will retain many of

the characteristics visible during the past 25 years. It will continue to

provide challenges to our physical understanding and to our mathematical and

computational skills and insights. It will continue very close to

experimental studies at many points but not always so close that it will be

without its controversies, mistakes and eccentric aspects (but not, of

course, at Harwell!).
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Chap te r  XV

RADIATION DAMAGE IK METALS

R.  Bui  lough

Resea rch  on  r ad i a t i on  damage in me ta l s  has  a lways  been  and con t inues  t o

be  an  impor t an t  expe r imen ta l  and theo re t i ca l  a c t i v i t y  a t  l i a rwe l l*  In the :

l a s t  20 yea r s  o r  so  t h i s  r e sea rch  a t  Ha rwe l l  and  e l s ewhere  has  l ed  t o  a huge

l i t e r a tu re  on  t he  sub j ec t  wh ich  i t  i s  qu i t e  imposs ib l e  t o  r ev i ew  adequa t e ly

in  t he  p re sen t  b r i e f  r epo r t .  I t  mus t  su f f i ce  t o  be  h igh ly  s e l ec t i ve  and to

emphas i ze  on ly  some o f  t he  impor t an t  deve lopmen t s .  I sha l l  dea l

pa r t i cu l a r ly  w i th  t hose  where  p rog re s s  has  been  due  t o ,  o r  ha s  occu r r ed  in

con junc t ion  w i th ,  t heo re t i ca l  s t ud i e s  a t  Ha rwe l l .

There  i s  l i t t l e  doub t  t ha t  t he  d i s cove ry  o f  vo id  swe l l i ng  in the

s t a in l e s s  s t ee l  f ue l  e l emen t  c l add ing  in the  Dounraey  Fas t  Reac to r  (D .F .R . )

in  1967  ) changed  the  emphas i s  i n  r ad i a t i on  damage r e sea rch .  Befo re ,

t l i i s  d i s cove ry  i t  was gene ra l l y  thought  t ha t  in  non - f i s s i l e  me ta l s  a t

t empera tu re s  whe re  t he  vacanc ies '  and in t e r s t i t i a l s  a r e  mob i l e  any

po in t -de fec t  agg rega t e s  t ha t  fo rm would  be  p lanar  and  thus  t ha t  changes  in

the  shape  o f  t he  spec imen  would on ly  r e su l t  i f  t he  me ta l  was c rys t a l l o -

g raph ica l l y  an i so t rop i c  (non -cub ic ) .  The obse rva t ion  o f  t h r ee -d imens iona l

vacancy  agg rega t e s  i n  the  ( cub ic )  s t ee l  c l add ing  was t he re fo re  a su rp r i s e .

The  unde r s t and ing  o f  t h i s  phenomenon thus  ca l l ed  fo r  a de t a i l ed  s tudy  o f  t he

in f luence  o f  t he  en t i r e  mic ros t ruc tu re  and  o f  any  gaseous  impur i t i e s  on  t he

fo rma t ion  and  g rowth  o f  t he  po in t -de fec t  agg rega t e s .  Whi l s t  swe l l i ng  and

o the r  a s soc i a t ed  phenomena such  a s  g rowth  and  i r r ad i a t i on  c r eep  a r e  s t i l l

no t  comple t e ly  unde r s tood  and  uTe a r e  a l ong  way f rom be ing  ab l e  t o  des ign  a

damage - r e s i s t an t  a l l oy  w i thou t  expe r imen ta l  t e s t i ng ,  we do  now have  a
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comprehens ive  unde r s t and ing  o f  t he  many f ac to r s  t ha t  i n f luence  the  r e sponse

o f  me ta l s  and  a l l oys  t o  r ad i a t i on .  Because  o f  t he se  r e l a t i ve ly  succes s fu l

theo re t i ca l  deve lopmen t s  , we sha l l  t end  to  emphas i ze  p rog re s s  s ince  1967 .

Th i s  Ga te  a l so  co inc ides  w i th  r ap id  deve lopmen t s  i n  ou r  ab i l i t y  t o  obse rve

and  in t e rp re t  t he  images  o f  po in t -de fec t  c lu s t e r s  and o the r  ex t ended  de fec t s

in  t he  t r ansmis s ion  e l ec t ron  mic roscope  (T .E .M. ) ;  t he  p rog re s s  in

unde r s t and ing  s t ems  l a rge ly  f rom co l l abo ra t i ve  r e sea rch  be tween  the  t heo ry

and  T .E .M.  s tud i e s .

The p rope r t i e s  o f  po in t -de fec t  c lu s t e r s  had been s tud i ed  ex t ens ive ly

be fo re  vo id  swe l l i ng  was f i r s t  obse rved  and much o f  t h i s  work p rov ided  a

use fu l  background o f  unde r s t and ing  aga ins t  wh ich  t o  t ack l e  the  swe l l i ng

p rob lem.  Thus in 195S Greenwood,  Foreman and Rimmer p rov ided  an

impor t an t  ana lys i s  o f  t he  ro l e  o f  vacanc ies  and  d i s loca t ions  in  the

nuc l ea t i on  and g rowth  o f  ga s  bubb le s  i n .  f i s s i l e  ma te r i a l s .  The growth o f

t r i e  bubb le s  in  f i s s i l e  me ta l s  l i ke  uranium a t  high t empera tu re s  i s  d r iven  by

the  accumula t i on  o f  f i s s ion  gas  t o  h igh  p re s su re s  w i th in  the cav i t i e s ,  w i th

the  consequen t  fo r ced  p rov i s ion  o f  ’ t he rma l*  vacanc ies  f rom nearby  vacancy

sou rces ,  such  a s  d i s loca t ions  and g ra in  bounda r i e s .  A l though  the i r  s imple

mode l  o f  bubb le  nuc l ea t i on  has been l a rge ly  supe r seded  by r ecen t ,  more

power fu l ,  t heo r i e s  o f -  nuc l ea t i on ,  t he i r  ana lys i s  o f  bubb le  g rowth  remains

bas i ca l l y  co r r ec t  and  was someth ing  o f  a m i l e s tone  because  i t  d rew

a t t en t ion ,  fo r  the  f i r s t  t ime ,  t o  the impor tance  o f  t he  mic ros t ruc tu re  o f

the  me ta l  ( e . g .  pu r i t y ,  d i s loca t ion  con ten t ,  g ra in  s i ze  and shape ,  dens i t y

and  s i ze  o f  p r ec ip i t a t e s ) .  In  add i t i on ,  they po in t ed  ou t  t ha t ,  a t  lower

t empera tu re s  where  t he  r a t e  o f  t he rma l  emis s ion  o f  vacanc i e s  i s  l ow ,  gas

bubb le s  migh t  grow to  become vo ids  i f  t he  d i s loca t ions  p rov ided  a

172



preferential sink for interstitials compared with vacancies. We now know

that sue h void growth does happen - and for the reasons they suggested sone

ten years before its observation.

The irradiation growth of uranium. (i.e. its extension in one dimension)

was postulated ) t o  arise from the separation of vacancy and

interstitial loops on to different crystallographic planes. The growth of

non-fissile anisotropic metals such as zirconium and Zircaloy was explained

similarly ). This model of uranium growth was subsequently confirmed

by theoretical calculations 5 ) using anistropic elasticity theory to

describe the interactions of .dislocation loops. Elastic energy calculations

for dislocation loops were also made earlier by Bullough and Foreman 6 )

to explain the morphology and orientation of loops in f.c.c. materials and

by Eyre and Bullough ) to explain the properties of loops in b.c.c.

materials. The b.c.c. work was later (1968) amplified by Bullough and

Perrin °), who developed computer simulation techniques to follow the

nucleation of interstitial clusters. They were able to demonstrate, for the
til

first time, the transition from an aggregate of a few point defects to a

glissile dislocation loop that rotated on its glide prism to the observed

{111} orientation from an initial {110} nucleation plane. All these studies

of dislocation loop energies and morphologies, using either elasticity

tneory or computer simulation techniques, contributed to the understanding

of the microstructural properties in irradiated metals.

The radiation-produced point

clusters or \recombining with one

uislocations in the crystal. The

defects, in addition, to. forming new

another, can also migrate to existing

interaction of such point defects with
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d i s loca t ions  i s  t hus  impor t an t  and  ou r  unde r s t and ing  o f  t h i s  i n t e r ac t i on  uas

as s i s t ed  by the  f ac t  t ha t  Bui lough and  Newman ) ad  ex t ended  the  t heo ry

in  a s e r i e s  o f  pape r s  p r io r  t o  1964 ,  cu lmina t ing  in an  ex t ens ive  r ev iew o f

the  sub j ec t  by Bul loug 'hdO)  fo r  t he  1968  Harwe l l  symposium on ’Po in t

Defec t -  D i s loca t ion  In t e r ac t i ons ’ .  A pa r t i cu l a r ly  a t t r ac t i ve  p i ece  o f

r e sea rch  i n  t h i s  s e r i e s  o f  pape r s  was an  accu ra t e  p r ed i c t i on  o f  t he  r a t e  o f

oxygen  dep le t i on  in neu t ron - i r r ad i a t ed  n iob ium by Bu l lough ,  Tucker  and

Wi l . l i an t s (H) .  The i n t e r s t i t i a l  oxygen was  supposed  to  mig ra t e  under  the

in f luence  o f  t he  d i s loca t ion  s t r e s s  f i e ld s  t owards  t he  i n t e r s t i t i a l

d i s loca t ion  l oops  formed by the  i r r ad i a t i on  and  was thus  a ve ry  n i ce

man i f e s t a t i on  o f  t he  po in t  de fec t -d i s loca t ion  d r i f t  i n t e r ac t i on  p rev ious ly

fami l i a r  t o  me ta l l u rg i s t s  t h rough  s t r a in  age ing  and  y i e ld -po in t  d rop

phenomena in  un i r r ad i a t ed  me ta l s .

In  add i t i on  t o  t he se  s tud i e s  o f  t he  p rope r t i e s  o f  c lu s t e r s ,  r e sea rch

in to  bas i c  damage p roces se s  was a l so  unde r t aken  in the  D iv i s ion .  In  1966

von  Jan ) ex t ended  the  ea r l i e r  p ionee r ing  w7ork  o f  Thompson and  Ne l son

a t  Ha rwe l l ,  by de t e rmin ing  the  way that o f  the  d i s t r i bu t ion  o f  po in t  de fec t s

remaining a f t e r  h igh  ene rgy  co l l i s i ons  depended  upon the  i n t e r a tomic

po ten t i a l .  He a l so  ex tended  the  t heo ry  o f  channe l l i ng  by ca l cu l a t i ng  the

d i s t r i bu t ion  o f  r anges  o f  channe l led  ion  beams (13 ) .  Chesh i r e  e t

a l  l ) f u r the r  improved our  unde r s t and ing  o f  channe l l i ng  by succes s fu l ly

exp la in ing ,  w i th  a s emi -c l a s s i ca l  F i r sov  mode l ,  t he  o sc i l l a to ry  dependence

o f  e l ec t ron i c  s topp ing  c ros s - sec t i ons  on  t he  a tomic  number o f  the  channe l l ed

ions .  At abou t  t he  same t ime  Norge t t  began h i s  s t ud i e s  o f  co l l i son

cascades .  The t heo ry  o f  r eco i l  damage in  so l i d s  had  begun a t  Ha rwe l l  w i th

the  ea r ly  work o f  K inch in  and  Pease  ) an  d Norge t t  s e t  ou t  t o  improve
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immobile and bulk recombination resulted in a large loss of the primary

defects. While at higher temperatures the equilibrium thermal vacancy

concentration could exceed the steady state radiation-produced vacancy

concentration, in which case any voids would be unstable and would shrink by

emitting vacancies.

The huge growth of observational data on void swelling that now

occurred, of course, provided many interpretative problems for the

theoreticians both at Harwell and elsewhere. Amongst these observations,

ana a particularly beautiful one, was the observation by Evans in

1970 0) that the voids formed in molybdenum under nitrogen ion

irradiation could adopt a perfect body-centred superlattice configuration

which was aligned parallel to the underlying atomic lattice. Such void

lattices, always parallel to the host atomic lattice and with the same

centering as the host lattice, have now been observed in a large number of

f.c.c. and b.c.c. irradiated metals. The theory of this void lattice

formation has been developed entirely at Harwell l). The essential

reason for the formation of void 'lattices is that the voids have a weak

elastic interaction with each other which is sufficient to encourage the

nucleation and growth of ordered regions of voids during the irradiation.

Furthermore, the coincidence with the underlying atomic lattice arises

because the voids are invariably faceted and thus, convey the microscopic

symmetry as well as the long range (cubic) symmetry of the atomic lattice to

each other via the host medium.

The present rather sophisticated theory of void swelling, which

includes the evolution of the microstructure, began to develop in 1972 with

a series of papers by Brailsford and Bullough 2 )  > w j i o  took advantage of
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the relative computational simplicity of the quasi-chemical rate theory

of defect reactions. The strengths of the various sink types that together

define the microstructure were calculated by embedding them in an effective

’lossy’ continuum by a method that is a generalization of Maxwell’s

construction of an effective homogeneous dielectric medium for the

representation of an inhomogeneous dielectric. At the time of the first

observation of voids in reactor components it was realised by Melson and his

colleagues' ) a t  Harwell that accelerated damage rates provided by

electrons in the H.V.E.M. or by heavy ions from the VEC could provide an

important means of studying the swelling phenomenon. However, to correlate

the swelling under these simulation conditions with the swelling to be

expected under actual fast-neutron irradiation requires a detailed

understanding of the sensitivity of the microstructure to the irradiation

environment • For example, it is necessary to perform the higher dose-rate

experiments at a higher temperature than the neutron damage experiments and

the effect of differences in the recoil spectra must be understood. This

latter point was discussed theoretically in 1975 by Bullough, Eyre and

Krishan ) w h o included in the general rate theory the possibility of

vacancy loop formation from the depleted zones within the cascades. This

work thus enabled a quantitative correlation to be made between the

simulation data and appropriate neutron data. Many other features are now

included in the current rate-theory model of swelling. These include the

effects of high rates of generation of lie gas atoms, particularly at high

temperatures, which are particularly relevant in studies of the ’first wall*

of a fusion reactor where the generation rate of helium by n/ a reactions

from 14 MeV neutrons will be very much higher than in the fast reactor core

components' ) * Detailed studies of void nucleation and void size
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d i s t r i bu t ions  have  a l so  been  made 6 )  e Al l  t h i s  work now p rov ides  a

comprehens ive  r a t e  theory  o f  swe l l i ng  t ha t  c an  i nc lude  a l l  conce ivab le

mic ros t ruc tu ra l  e f f ec t s .  Th i s  t heo ry  has  been  inco rpo ra t ed  in  ac tua l

component  de s ign  codes  7 )  e

In  add i t i on  t o  i t s  impor t ance  fo r  vo id  swe l l i ng ,  t he  i n t e r ac t i on

be tween  po in t  de fec t s  and  d i s loca t ions  i s  a l so  impor t an t  i n  i r r ad i a t i on

c reep .  The neces s i t y  fo r  a t  l e a s t  two d i f f e r en t  t ypes  o f  s i nk  i f  a ne t  f l ow

of  po in t  de fec t s  t o  one  s ink  i s  t o  occu r  under  i r r ad i a t i on  has  been

recogn i sed  fo r  t he  vo id  growth p rob lem.  S imi l a r ly  fo r  i r r ad i a t i on  c r eep  the

app l i ed  s t r e s s  can  induce  d i f f e r ing  i n t e r ac t i ons  be tween  the  d i s loca t ions

and  t i i e  po in t  de fec t s ,  depend ing  on the  r e l a t i ve  o r i en t a t i on  o f  the

d i s loca t ions  t o  t he  app l i ed  s t r e s s  d i r ec t i on .  Th i s  i s  the  bas i s  o f  t he

so -ca l l ed  SIPA i r r ad i a t i on  c r eep  ( s t r e s s - induced  p re fe r r ed  abso rp t ion )

tbeo ry (2&)  w h ich  y i e ld s  quan t i t a t i ve  ag reemen t  w i th  much o f  t he  r e l evan t

c r eep  da t a .  Again  the  s ens i t i v i t y  o f  t h i s  c r eep  to  impur i t y  t r app ing  and

o the r  mic ros t ruc tu ra l  f ea tu re s  has  been  d i s cus sed  r ecen t ly  by Bu l lough  and

Hayns  S ) .  F ina l ly  t he  r a t e - theo ry  app roach  has  r ecen t ly  been  adap ted

by  Bul lough  and  Wood O) an  d by Buck ley ,  Bu l lough  and  Hayns l )  t o

in t e rp re t  t he  g rowth  o f  t he  hexagonal  me ta l s  z i r con ium and  Z i r ca loy .  Again

the  impor t ance  o f  impur i t y  t r app ing  i s  c l ea r  in  t he se  ma te r i a l s ;  we be l i eve

the  subs t i t u t i ona l  t i n  a toms  in  Z i r ca loy  t r ap  vacanc i e s  and  a r e  the reby

la rge ly  r e spons ib l e  fo r  the  r e s i s t ance  o f  Z i r ca loy  to  r ad i a t i on  g rowth

compared  to  pu re  z i r con ium.

In  conc lus ion ,  the  l a s t  25 yea r s  have  s een  a con t inua l  and s ign i f i can t

con t r i bu t ion  f rom members o f  Theo re t i ca l  Phys i c s  D iv i s ion  t o  t he  t heo ry  o f
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r ad i a t i on  damage in  me ta l s .  In terms o f  numbers  o f  r e sea rche r s  our  e f fo r t

has  a lways  been sma l l ,  bu t  neve r the l e s s  we be l i eve  ou r  impac t  on  the

fundamenta l  unde r s t and ing  o f  r ad i a t i on  damage wi l l  con t inue  t o  be impor t an t .

We look  fo rward  pa r t i cu l a r ly  t o  a g rowth  in  e f fo r t  on  damage s tud i e s  fo r  t he

fus ion  r eac to r  env i ronmen t  where new and  exc i t i ng  p rob lems  a r e  ce r t a in  t o

appea r .
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6 .  R .  Bullough and A . J .E .  Foreman,  Ph i l .  Mag. 9 , 315 (1964) .

7 .  B .L .  Eyre and R .  Bu l lough ,  Ph i l .  M g .  12 ,  31  (1965) .

8 .  R .  Bul lough and  R .C .  Pe r r in ,  P roc .  Roy .  Soc .  A3O5 , 541  (1968) .

9 .  R .  Bul lough and R .C .  Newman, P roc .  Roy .  Soc .  A249 , 427 (1959) ;  Ph i l .
Mag. 6_, 407 (1961) ;  P roc .  Roy? Soc .  A266 , 198  (1962) ;  P roc .  Roy .  Soc .
A266,  209 (1962) .

10 .  See  a l so :  R .  Bul lough and R .C .  Newman, Rep .  P rog .  Phys . ,  33  , 101
(1970) .

11. R .  Bu l lough ,  J .T .  S tan ley  and R.D.  Wi l l i ams ,  Me t .  Sc i ence  Jn l .  2_, 93
(1968) .

12 .  R .  von  Jan ,  A .E .R .E .  Repor t  R-5269 (1966) .

13 .  R .  von Jan ,  Phys .  Rev .  Le t t e r s  18 ,  303 (1967) .

14 .  I .  Chesh i r e ,  G. Dearnaley and J .M.  Poa t e ,  P roc .  Roy .  Soc .  A3 11, 47
(1969) .

15 .  G.K. K inch in  and R .S .  Pease ,  Rep .  on  P rog ,  in Phys i c s  18 , 1 ( 1955) .

16 .  N . J .  Norge t t ,  M.T.  Rob inson  and I .M.  Tor r ens ,  A .E .R .E .  Repor t  TP-494
(1972) .

17 .  R .  Bu l lough ,  D.M. Maher and R .C .  Pe r r in ,  Na tu re  224 ,  364 (1969) .

180



18 .  R .  Bu l lough ,  B .L .  Ey re  and R .C .  Pe r r in ,  Jn l .  o f  Nuc l .  App l .  and Tech . ,
9 ,  346  (1970) .

19 .  R.  Bullough ;and R .C .  Pe r r in ,  P roc ,  o f  B .N .E .S .  European  Mee t ing  on
’’Voids Formed by I r r ad i a t i on  o f  Reac to r  Ma te r i a l s " ,  Read ing ,  March 1971
(Ed .  S .F .  Pugh ,  M.H. Lore t t o  and D . I .R .  Nor r i s ) .

20 .  J .H .  Evans ,  Na tu re  229  , 403 (1971) .

21 .  K. ha len  and R .  Bul lough in  r e f .  19 ,  p .109 ;  A .  bi. S toneham,  J .  Phys .  F .
(Me ta l  Phys i c s )  778  (1972) ;  V.K.  Tewary and R .  Bu l lough ,  J .  Phys .  F .
(Me ta l  Phys i c s )  2 , L69 (1972) .

22 .  A.D. Bra i l s fo rd  and R .  Bu l lough ,  J .  Nuc l .  Ma t . ,  44 , 121  (1972) ;  Ph i l .
Mag. 27 ,  49  (1973) ;  J .  Nuc l .  Ma t .  48 ,  87  (1973) ;  Nuc l .  Me t .  18 ,  493
(1973) .

23 .  R .S .  Ne l son ,  D . J .  Mazey and J .  A .  Hudson,  J .  Nuc l .  Ma t .  37 , 1 ( 1970) .

24 .  R .  Bul lough ,  B .L .  Eyre and K.  Kr i shan ,  P roc .  Roy.  Soc .  A346 , 81
(1975) .

25 .  R .  Bu l lough ,  M.R. Hayns and  M.H. Wood, J .  Nuc l .  Ma t .  85 and 86 ,  559
(1979) .

26 .  M.R. Hayns and M.H. Wood, A .E .R .E .  Repor t  TP-789 (1979) .

27 .  M.R. Hayns and R .  Bu l lough ,  P roc ,  o f  9 th  In t .  Symposium on  "Ef fec t s  o f
Rad ia t i on  on  S t ruc tu ra l  Ma te r i a l s " ,  ASTM: STP.6S3 ,  1978 ,  p .143 .

28 .  R .  Bul lough and  J .R .  Wi l l i s ,  Ph i l .  Mag. 31 ,  355  (1975) ;  R .  Bul lough  and
M.R. Hayns ,  J .  Nuc l .  Ma t .  S7 , 3 ( 1975) .

29 .  R .  Bullotfgh and M.R. Hayns ,  TRANSAO 27 ,  1 (1977) .

30 .  R .  Bullough and M.H. Wood, P roc ,  o f  In t .  Conf ,  on  "Fundamenta l
Mechanisms o f  I r r ad i a t i on  Induced Creep  and Growth" ,  Chalk  R ive r ,
Canada ,  8-10 May 1979 ;  J .  Nuc l .  Ma t .  t o  appea r .

31. S .N .  Buck ley ,  R .  Bul lough and M.R. Hayns ,  A .E .R .E .  Repor t  R-9565
(1980) ;  J .  Nuc l .  Ma t . ,  t o  appea r .

181



Chapter XVI

RADIATION DAMAGE IN NON-METALS

A. M. Stoneham

1. Introduction; Early History

Radiation effects in non-metals gave some of the earliest evidence for

radioactivity, for Bequerel’s discoveries in 1896 were based on effects seen

in silver halide emulsions. Interpretations of the damage on an atomic

scale came only much later. It was commonly held in the nineteenth century

(e.g. Ruskin ) 1865) that crystal defects could only be chemical

impurities or faults in crystal habit. The ideas of intrinsic defects, like

vacancies, interstitials, or dislocations, were far less natural than they

appear now.

Radiation damage involves several distinct aspects. One is defect

production: the various mechanisms of energy loss and the way in which some

of this energy may be used to create defects. Another aspect determines

which primary defects emerge and the ways in which defects annihilate or

larger defect aggregates grow. A third concerns the way the defects affect

other observable properties. This determines both how one monitors and

studies damage and the consequences of damage for any practical application.

The range of phenomena is extremely wide, and the short and incomplete list

in Table I merely eS ample s this diversity.

Since this short article is part of a volume to mark the twenty-fifth

anniversary of the U.K.A.E.A., I have chosen to emphasise what has been done

at Harwell, and stressed the contribution of the Theoretical Physics

Division. Obviously, many of the early advances were led by experiment, as
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Equally, some of the important aspectsin the work on graphite and UO2

of theory came from other Divisions: the early ideas of radiolysis from

Varley, the group theory of defects in applied fields from Runciman and

Hughes, and Pooley’s excitonic model of colour centre production. A

personal view like the present note can never be encylopaedic, though it can

isolate some of the themes which have emerged.

Table 1

Radiation Damage in Non-Metals

System Example of Phenomena Affected
by Radiation

Alkali halides and Alkaline
Earth Fluorides

Fundamental studies; dosimetry; waste
storage; fluorescent screens;
information storage

Oxides, e.g. MgO, Ti02> UO2 Reactor fuel studies; corrosion studies

More complex oxides Glasses for waste disposal; transducers
for non-destructive testing

Semiconductors Radiation detectors; device components;
fundamental studies; solar cell
behaviour

Graphite Reactor moderator behaviour

Polymers and other organics Insulators in a radiation environment

2 • Mechanisms of Damage

Many important ideas were established by the mid-1950’ s. Those

surveyed by Kinchin and Pease ) in 1955 still underly much of what is

accepted in the 1970 ’s. One such basic component is the idea of a

displacement energy, the minimum kinetic energy one must supply to a lattice

atom to cause displacement. Another is the idea of recombination, in which

a displaced atom may move rapidly to a vacancy, possibly the one at its own
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original site. There are many obvious ramifications too. One must consider

the energy transfer from a fast particle to a stationary one. If it is less

than threshold, heat is generated and the fast particle slowed. There are

many more complicated models, including ones which allow anisotropic

displacement energies, different thresholds for each sublattice, indirect

mechanisms, and so on. The principal anisotropic effects, however, are

quite different. Both were anticipated theoretically , ’focussed collision

sequences’ by Silsbee ) a nd ’channelling’ by Robinson ) e

The idea of focussed collision sequences is this. If an atom in a

close-packed row is struck in a direction along the row, or lying close to

it, there can be a series of momentum transfers which leave a vacancy at the

site of the struck atom and a distant interstitial. Any one atom moves only

a short distance, yet separated defects result. The large separation

reduces the chance of direct recombinati'on of interstitial and vacancy. The

idea of channelling also involves collimation. Here, however, a fast

particle moves along empty channels, guided by the rows of adjacent host

atoms. This idea has been exploited in Harwell’s extensive work on ion

implantation of semiconductors and metals. Other articles in this volume

discuss related topics, notably the ones by John Briggs on interatomic

collisions, by Ron Bullough on damage in metals, and by Michael Norgett on

modelling.

One of the most important ideas confined to non-metals has been that of

photochemical damage. In many alkali halides one can form vacancies and

interstitials by band-gap optical excitation. The key to this process is

the non-radiative decay of the exciton, combined with a focussed collision
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sequence to separate the components. This was first realised in 1966 by

Pooley )* who gave a detailed semi-quantitative model of the phenomenon.

More recently, the theory of the whole process has been re-analysed in a way

which includes predictions of the energy surfaces and of the states involved

(Itoh, Stoneham and Harker )). This is a good example of theory

resolving issues inaccessible by experiment alone, for the damage process is

very rapid and involves many different electronic states. It is also a good

example of work with wider relevance, for the process has many parallels with

the ionisation-enhanced and recombination-enhanced phenomena observed in

semiconductors.

The successful quantitative analysis of the complicated processes of

radiolysis points to one major change in the last ten years, namely the

computer revolution. In the mid 1960 f s it was a rare calculation which

handled two electrons on two centres self-consistent ly. By the mid 1970 ’s

such a calculation was routine. One could concentrate on the physics in the

reasonable certainty that the mechanical part of the calculation could be

solved. Partly this came from hardware developments, though much came from

new computer codes. The calculation of F-centre production illustrates the

importance of software. It used the MOSES code to treat one- and

two-electron excited states of 57 ions self-consistently , these ions being

embedded in an array of point-ions; the ion positions were themselves

obtained from separate HADES calculations, and the results were cross-checked

with the PRISM and ATMOL codes. Michael Norgett discusses the various major

codes elsewhere; suffice it to say that they have made it possible to cope

with the very varied demands of the wide range of work at Harwell. One can

make a serious attempt to look at the problems of real physical interest.
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3 • Theory of Defects in Solids

By 1940, when Mott and Gurney's seminal volume ? )  appeared,

experiment and theory could already give a convincing picture of some of the

key defects in ionic crystals. Thus Seitz’ famous review of radiation damage

in ionic crystals ), published in the same year as the Authority was

formed, dealt with a quite mature field. The situation was very different

for semiconductors. The major developments in the effective-mass theory of

electrically-active shallow impurities had just been made . The key

experiments on vacancies and interstitials in these materials - notably

spin resonance work on silicon and optical studies of diamond - were still to

come, and very little of the early phenomenology has survived later

developments. Table 2 shows only a sample of the important defects; many of

these documented defects have been studied in the Theoretical Physics

Division ®) .

There is one important division of defects. Some, like the F-centre in

an alkali halide (an anion vacancy plus a trapped electron), involve defect

electrons, localised at the defect, whose properties must be calculated from

the Schrodinger equation, or some approximation to it. Others, like the

simple anion vacancy in an alkali halide, involve only closed-shell ions,

without defect electrons. Their properties can be obtained much more simply

within the shell model. This model is combined with empirical interatomic

potentials and polarisabilities and avoids explicit solution of the

Schrodinger equation.
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This second class of defect is often the most important. The properties

of the principal defects produced by radiation damage of simple ionic

crystals, or of fuels like U02> can be found by relatively simple

calculations. The key codes in this area have been the HADES and PLUTO

codes, and these have been developed and used imaginatively and extensively

by Norgett and Catlow and their co-workers. The results give enthalpies and

entropies of formation and diffusion, energies of small polaron motion,

charge transfer energies, and so on. From the results follow the relative

stabilities of defects and the critical energies in different processes.

Some of the most important conclusions concern electron and ionic transport

in transition metal and actinide oxides. These illustrate two aspects of the

way theory complements experiment. Firstly, the quantitative predictions

allow one to distinguish between intrinsic and extrinsic effects in what may

be unavoidably ’dirty’, i.e. impure, crystals. Secondly, the theory can

probe regimes which are inconvenient experimentally, like very high

temperatures, or very short times.

When solution of the Schrodinger equation is unavoidable, it can be made

relatively painless by use of suitable codes. Saunders’ ATMOL, and Harker’s

PRISM, SEMELE and MOSES have all been powerful in resolving questions which

experiment alone finds taxing. Examples here include the structure of the

self-trapped exciton and its relation to radiation damage ), the

mechanisms of ionisation-enhanced motion of interstitials in diamond

(and, by implication, in silicon) and thie solvation of chemical impurities in

liquid sodiun/12).

The comments on computer methods should not imply that all theory is

computation. The computer is merely a tool, though, as a tool, it has many
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advantages, since one can make intuitive ideas quantitative. One of the

roles of theory is to provide a framework in which results can be understood,

and this conceptual framework is quite distinct from computation. Analytical

theory too has remained very productive. Elasticity theory is a traditional,

yet fertile, area. Alan Lidiard and Uma Jain ) fo ave proved the value

of the rate theory of the growth of defect aggregates (see Ron Bullough’s

paper) in non-metals in their analysis of Hobbs 1 data on heavily-irradiated

ionic - materials ) o And the theory of non-radiative transitions in all

its aspects has always been primarily analytical ) e

4 • Summary

In the years between 1954 and the end of the 1960 ’s the main thrust in

the radiation damage of non-metals was model-building: trying to devise

defect models and mechanisms that were qualitatively acceptable, compiling

systematic data, and feeling grateful for any quantitative success. The

early 1970 ’s made greater quantitative demands. Computer techniques made

theory more powerful, so that it became a more useful (and often equal)

partner with experiment. In many cases one could predict defect properties

accurately, so that one could distinguish between different defect models

which were hard to tell apart by experiment alone. In the late 1970’s, the

most important aspect has changed again. Now it has moved towards mechanisms

of defect processes,, especially in cases where experiment by itself is

limited by timescale, by complexity, by the unintentional impurities

inevitable in real crystals, or by the extreme conditions required. There

can be little doubt that such developments will remain of importance for some

time to come.
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Chapter XVII

DEFECT MODELLING

M. J. Norgett

1. Introduction

As Alan Lidiard’s article in this volume points out, the study of

imperfections in solids has developed in the last 25 years to form a distinct

branch of solid-state science. The theories of various important phenomena,

such as diffusion, radiation damage, mechanical properties, the solid-state

chemistry of oxides and corrosion, all depend on the structure of lattice

defects or their energies, mobilities and interactions. Until recently, our

knowledge of such basic properties was limited, and often based on very

simple and intuitive models. However, in the last decade, it has been

possible to make extensive and detailed calculations whenever there exists a

suitable potential function for the solid; such defect modelling has made

substantial contributions to our understanding. These fruitful - if often

frustrating - studies have lately taxed the imagination, ingenuity and

initiative of various members of Theoretical Physics Division. We have also

enticed several of our visitors into this particular web; their different

interests and enthusiasms have broadened our outlook and advance.

Any comprehensive review of defect modelling needs to consider various

types of calculation. We shall, however, ignore simulations of displacement

processes and atomic collision sequences. Ron Bullough in his article shows

how such studies predicted and explained important radiation effects such as

channelling and focussing. Moreover, we shall also neglect dynamic
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studies of defect crystals, which have only recently begun to provide new

insights. In this review, we consider only calculations of the relaxation

about lattice defects; the Division has certainly worked hardest in this area

and so far has made most progress here. We will emphasize developments in

the techniques required for such calculations because both Ron Bullough and

Marshall Stoneham give other examples of how such modelling has increased our

understanding of defects and damage processes.

2. Defect Modelling - Principles

The basic principle of a calculation of lattice distortion about a

defect is very simple. A region of stable, ideal crystal is first

represented by an assembly of atoms with interactions described by a suitable

interatomic potential. The perfect crystal is then disturbed by introducing

lattice defects so that forces act on the adjacent atoms. Those atoms in a

limited region surrounding the defect are relaxed explicitly to equilibrium;

the displacements of more distant atoms are neglected; or, much better, are

calculated assuming that the material responds as a continuum.

Such simulations thus predict the equilibrium configuration of the atoms

in the imperfect crystal. For dislocations, such distortion fields can

sometimes be inferred directly from observations in the electron microscope;

and the configuration of such extended defects also correlates with

mechanical properties of materials. The lattice distortion about point

defects is less accessible to direct study, but calculated energies of defect

formation and migration do match results of measurements of diffusion or

ionic conductivity (see chapter XIV by Alan Lidiard).
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Thus far, we have described the basic object of defect simulation and

the results to be obtained from these studies. We shall go on to consider

specific recent achievements; but first, to give some guide to this history,

it is worthwhile to outline general problems and areas where we might look

for particular progress.

To begin, we emphasize that any simulation can be no better than the

chosen potential model. Interatomic interactions are, of course, commonly

deduced from varied data, or obtained using several methods of calculation;

but models for defect studies must satisfy particularly stringent criteria.

Potentials must describe distorted lattices and be applicable over a range of

interatomic separations; they must also be independent of lattice

configuration. Defect modelling is thus not only an important application of

interatomic potentials; it is also a critical test of models based on other

data.

It is therefore exceptional to complete any study with the original

model intact. Results of a preliminary defect calculation usually suggest a

refinement or recasting of the potentials. This cycle must often be repeated

through several interactions; and if this series stubbornly refuses to

converge, that particular problem is best set discreetly aside. It is wrong,

however, to despair too soon: a lively mind can find endless ways of refining

potentials. We might particularly recommend the study of the interaction

between a specific ion pair using data for different chemical substances: for

example, data for the four rock-salt crystals LiF, NaF, KF and RbF, the

fluorites CaF2> SrF2 and BaF2> and the rutiles MnF2 and MgF2

together provide complementary information about the F”-F“ potential
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at a range of interatomic separations and in different crystalline

environments. This chemical approach is particularly congenial to the

various renegade chemists who have made significant contributions in this

field; it is also an illuminating and productive approach. Of course, the

study of complex crystal structures has particular difficulties, but we shall

see later how these can be overcome.

If we have achieved a satisfactory potential, the calculation of lattice

relaxation can begin in earnest. A little experience reveals that this will

impose a substantial burden of computation except in studies restricted to

the simplest models, and with relaxation of only the immediate neighbours of

the defect. If the calculation is not carried out with some finesse,

anything more ambitious will stretch the capabilities of even modern

computers. We can identify two important opportunities for accelerating such

computations that can achieve substantial economies.

First, recall that the crystal is relaxed only in a limited region which

is surrounded by a boundary beyond which the distortion is represented by a

continuum displacement field. Any improvement in this boundary field allows

a reduction in the size of the explicitly-relaxed lattice region, and hence a

decrease in computation without loss of precision.

A second opportunity for economy is to develop and apply improved

numerical methods. It was our good fortune at Harwell to collaborate closely

with the Numerical Analysis Group, particularly in past days when they were

closetted with Theoretical Physics Division. Roger Fletcher and Mike Powell

record in this volume those advances in the theory of optimization to
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which they made particular contributions; much of this work had a direct

impact on the development of defect modelling.

By employing such methods, it became possible in favourable cases to

make essentially complete defect calculations which were not compromised by

the limited size of the relaxed region. Such results could therefore be

correlated absolutely with characteristics of specific potentials; this

allowed a true appreciation of the benefit of improved models. It also

became possible to contemplate the study of complex defects; but this was at

first a daunting prospect. The tedium of such complex but routine

calculations would have blunted the enthusiasm of the most ardent research

student. , Fortunately, the detailed manipulations in such calculations were

subsumed into package programs that could be applied generally to complex

defect studies.

Of several such programs developed at Harwell, HADES*, DEVIL** and

PLUTO*** have seen most service in defect simulations. HADES brings together

a substantial experience of studying defects in ionic crystals. DEVIL is

less self-contained but incorporates several flexible methods for exploring

extended defects in materials represented by short-range potentials. PLUTO

was developed for analysing potential models suitable for complex crystal
eft

structures: but has also been used to study very imperfect materials with

defect superlattices.

* Harwell Automatic Defect Examination System
** Defect Evaluation in Lattices
*** Perfect Lattice Unrestricted Testing Operation

195



Such programs have a significance beyond the immediate opportunity

provided by improved methods. It becomes possible to carry out a wide

variety of calculations with strictly equivalent assumptions; this separates

significant and incidental differences in results. Moreover, a single source

code can be tested extensively in varied applications to eliminate errors

that are difficult to exclude from more restricted programs. Finally, such

codes are a tool for general use; work carried on independently outside the

Division is the true measure of the value of such programs.

The development of such codes, with particular attention to facilities

for simple, flexible data input, of course requires a substantial additional

effort. We have therefore generally insisted on charging for copies of such

programs® This policy has not always been understood or well received by

those who consider a free exchange of computer codes essential for full

publication of basic scientific research. By publishing principles of

programs, but not explicit details, we have tried to satisfy two conflicting

boundary conditions, maintaining scientific respectability without forgoing a

valid opportunity for securing very necessary outside income.

3o Historical Preliminaries

Thus far, I have tried to survey defect modelling in general terms, to

point out broad opportunities and trends. We can now appreciate the

significance of what has been achieved in recent years. The work recorded in

this brief review is necessarily selected to illustrate particular themes.

In the later period, it draws principally on work that depends on

developments at Harwell such as particular computer programs. A brief

summary obviously must omit many important achievements, but because in this
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field the Division has been at the centre of events, we may fairly claim that

this review neglects no major area of importance*

The opportunity for defect modelling was realized some ten years after

Frenkel and Schottky had implicated lattice defects in matter transport in

solids* In 1938, Mott and Littleton ) published the first calculations

of the formation and activation energies of vacancies in alkali halides*

These studies were necessarily limited in scope, but they identified

precisely the path to further progress and, in particular, the importance of

using a proper dielectric boundary region about a charged defect*

In the 1950 ’s and early 1960’s the same simple Born model, with

polarizable ions, was used to explore various simple defects in ionic

crystals* Tharmalingam and Lidiard ), f O r example, calculated

vacancy-pair formation energies. ’ This work was, we admit, carried out during

Alan Lidiard’s banishment to Reading; but it marked out a future interest for

the Division when he returned.

At much this time, R.A* Johnson ) in the U.S.A, was bold enough to

use simple short-range pair potentials for a study of interstitials in copper

and iron. He was rewarded with sensible predictions of the defect

configuration, although such models might seem wholly inappropriate as a

description of free-electron metals*

4. Particular Calculations: Mainly Metals

By the late 1960 ’s, these foundations could be developed rapidly using

the improved computers then available. In 1968, for example, Bullough and

Perrin ) linked the properties of separate point defects with the

197



development of dislocation loops in iron. They simulated clusters of

numerous interstitials and recorded the transformation of such aggregates

into the nucleus of a perfect dislocation loop with different orientation.

Such methods offered a new opportunity for exploring defects in detail

at an atomic level; these techniques were therefore soon used to probe

various dislocations; and, in this quest, the Division maintained a prominent

place. Perrin, Englert and Bullough ) modelled dislocations in copper,

particularly the glissile edge dislocation that bestows high ductility.

Norget t, Perrin and Savino G )  subsequently calculated the separation of

the partial dislocations in this configuration for comparison with direct

observations in the electron microscope. This was the first appearance of

the DEVIL program and of Fletcher’s effective conjugate gradient

method ? )  applied to defect simulation. At this time, as always, we were

sustained by the charm, enthusiasm and exuberance of our visitors.

This work at Harwell was complemented by similar studies elsewhere, to

which the Division contributed particular skills on specific programs. Thus

Perrin joined with Vitek and Bowen ) a t Oxford to study screw

dislocations in body-centred-cubic metals. Crocker’s group at Surrey

University ) applied the DEVIL code to simulate twin boundaries in

similar materials.

We thus spread our bread broadly on the waters and were ourselves

sustained when Sinclair brought to the Division his own experience in

dislocation modelling ®), and his particular achievements in applying

more sophisticated elastic boundary regions in lattice simulations. These
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general methods had most obvious impact in Sinclair’s own study ( H )  of

brittle crack propagation; where the elastic displacement field must reflect

the advance of the growing crack.

Sinclair’s later work concentrated on models of diamond because simple

pair potentials are an inadequate description of a metal surface. In fact,

such models seem inadequate for predicting defect energies and this

limitation has restricted defect modelling in metals to studies of lattice

configurations. There have, nonetheless, been substantial efforts to develop

better models based, on pseudo-potential theory, but these have had only

limited success. For example, Schober, Taylor, Norgett and Stoneham )

did calculate the characteristic energies of silver and gold substituted in

lithium and sodium; pseudo-potential calculations of pair potentials are

satisfactory in this case only because the impurities do not provide a

serious perturbation of the electron structure of the alkali metal.

Despite this declining interest, those programs developed for studying

metals have not been discarded. A variant of the DEVIL code has recently

been applied to simulating thin, boundaries in solid nitrogen by Venables and

his colleagues' ) a t Sussex. Bacon’s group at Liverpool ) has

used a similar code to study the crystal structure of polyethylene. Thus a

computer program that incorporates flexible general methods can have an

expanding range of application and an extended useful life.

5 • Particular Calculations - Ionic Crystals and Oxides

We have thus brought this review of the simulation of extended defects

in metals, and other materials where short-range potentials are suitable,

through to the present day. We have, however, deferred any consideration of
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comparable recent advances in modelling ionic materials, which warrant a

separate discussion. This is because the problems and opportunities are

rather different; thus the long-range Coulomb potential is simple in form but

more difficult to compute; any suitable model must also describe ionic

polarization, but such models are better than those available for other

materials and do provide precise defect energies.

The renaissance in this field also began in the late 1960 ’s and depended

on the developments in computers at that time. About this date, Norgett and

Lidiard S) uSe d a simple Born model to calculate activation and trapping

energies of inert gases in alkali halides; such results provided a clear

interpretation of the observed diffusion. In the U.S.A., a group at

Brookhaven simulated the observed off-centre configuration of Li+

substituted in KC1. However, it seemed that such simple models, based on

polarizable point ions, were not wholly appropriate.

Both studies were very time-consuming and it was clear that better

numerical methods would be necessary if there was to be much further

progress. Norgett and Fletcher ?) soon demonstrated the particular

efficiency of the variable metric methods for calculating lattice relaxation

in ionic materials. In this way, computation times could be reduced by

factors of up to one hundred, and it became possible to contemplate

calculations for ionic crystals containing complex defects.

It was necessary first, however, to dispose of problems with the

potentials. A little before this time, Boswarva and Lidiard ) ad

calculated Schottky energies for alkali halides using various models; they
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had achieved results in generally good agreement with experiment, broadly

independent of their detailed assumptions. However, they had relaxed only

immediate neighbours of the defect; when Scholz ) considered a larger

region of lattice, the answers were much worse. With new opportunities to

carry out a variety of such extended calculations, it became clear that this

problem was characteristic of the polarizable point-ion model then in use.

The remedy followed immediately upon the recognition that, in the

point-ion model, the ionic polarization is not properly damped as ions are

displaced and overlap. The model lattice is thus too polarizable, so that

the explicit region of crystal does not match the surrounding boundary - the

continuum, of course, has a proper dielectric response calculated according

to the method established by Mott and Littleton in 1938. With a point-ion

model, the calculated Schottky energies therefore decrease as the region of

explicit lattice is enlarged. * To. avoid this, Faux and Lidiard O )

substituted a shell model, with consistent dielectric behaviour; they thus

obtained accurate calculated Schottky energies essentially independent of the

size of relaxed region.

The powerful numerical methods and the shell model were the basic

foundations of the HADES program. Catlow and Norgett l) first applied

this code in a shell-model study of simple point defects in CaF2«

Catlow(22) then employed the program’s full capabilities on a more

demanding , problem; he demonstrated the stability of the complex clusters of

vacancies, interstitials and Y + ions that had been postulated to explain

the structure of CaF2 containing substantial amounts of YF .
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The subsequent extension of such calculations to oxides was a

particular achievement of the shell model; previous polarizable point-ion

calculations for such materials had been very unsatisfactory. Catlow and

Lidiard 23) extended Catlow’ s work on Ca?2 to flourite oxidees and thus

clarified the thermodynamics of non-stoichiometric U02* A preliminary

study of Mgc/24) provided a pathway to calculations for MnO, FeO, CoO and

NiO which have properties important in determining corrosion. These latter

studies(25) h ave been carried out in co-operation with I.C.I.’s Corporate

Laboratory, where Mackrodt’s group are concerned with semi-conducting oxides

that are often active in catalysis.

These studies of transition metal oxides have in fact considered mass

transport and also electronic conductivity, which is determined 'by the

hopping of electron holes localized as small polarons to form distinct

ions. The temperature dependence of the polaron hopping depends on

lattice energies that can be computed using the HADES program.

In the last few years, the areas of application of such modelling have

multiplied and we can consider only some of the more fruitful branches of

this tree. Although the alkali halides have been much studied, they remain

important for developing new methods and models and because it is possible to

make detailed comparisons with experiment. Catlow, Diller and

Norgett 26) ave based new potentials for these substances on a broad and

consistent range of data; these models have been used in calculations of

intrinsic defect energies ?), the behaviour of substitutional

ions(28), and studies of irradiation-induced defects(29) which

cluster and form dislocations. We have sought expert help - and made new
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friends - in preparing detailed comparisons of such results with experiment®

Corish and Jacobs have contributed their detailed experience to our

analysis of conductivity and diffusion in alkali halides which is based on

defect calculations® Hobbs has helped correlate the results for

irradiation-induced defects with his own studies of halides in the electron

microscope®

For oxides, the present interest is in complex defect clusters and

defects in more complicated crystal structures. Catlow and Fender O )

explored the specific stability of clusters in FeO that correspond to the

basic units of the spinel structure. Gourdin and Kingery(31) m ade

similar studies of Al + and Fe + in MgO and have used calculated

binding energies to make sense of a complex defect chemistry. In such

ceramic materials, it is much more difficult to identify particular defects

experimentally, and the value of simulations is enhanced.

The range of different crystal structures that have been explored grows

apace. Kilner and Brook, working with Norgett at Harwell(32), have used

the HADES program to screen various perovskite oxides in a search for fast

ion conductors. James 3) ha s  studied defects in AI2O3 and Ti02*

His study with Catlow of highly defective TiC ), where gross

departures from stoichiometry are incorporated as ordered lattice shear

planes, is one of the most ambitious applications of the simple shell model

to defect modelling. This simple approach is still yielding original and

exciting results.

Such studies of extended defects in ionic crystals are certainly

demanding but at present seem very worthwhile. In this area, Norgett and
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Pulses) simulated edge dislocations in MgO; and then, with Woo ®®),

calculated binding energies of vacancies at various lattice sites near the

dislocation core. On another track, Stewart and Mackrodt ?) adapted

HADES to make calculations of surface defects and Tasker ®) at Harwell

has recently been developing a more systematic code for such problems.

Clearly, this is an area where we may expect energetic activity in the

immediate future.

Meanwhile, many interesting problems are still well within the

capability of existing codes. The further application of the HADES and PLUTO

programs is assured by their transfer to the Science Research Council, whose

Daresbury Laboratory now acts as their custodian. The programs are freely

available to university groups in the U.K., but others must still accept that

the labourer is worthy of his hire.

At Harwell, several of the old guard have passed to nobler - or, at

least, new - preoccupations. They have left a legacy to a younger generation

eager for emulation. When they come to celebrate the Authority’s half

centenary, we may have some confidence that there will still be something

interesting for them to say about their own achievements in defect

modelling.
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Chapter XVIII

NUMERICAL ANALYSIS

M.J.D. Powell

One of the most keenly debated questions on research in numerical

analysis is whether or not it is sensible to aim the research at particular

applications, in order to ensure that the work is useful. I am convinced

that it can be disadvantageous for the immediate needs of computer users to

have a strong influence on research into general algorithms, and this

opinion is mainly due to the successful development of numerical analysis

that has taken place at Harwell during the last 25 years. Except for the

National Physical Laboratory, there is no government or industrial research

laboratory in Britain that has achieved a reputation in the subject that is

as high as the one that Harwell has gained. Mainly, this is due to the fact

that many of the Harwell algorithms have been applied successfully to a wide

range of scientific calculations throughout the world. Also the quality of

the research at Harwell is highly regarded by numerical analysts generally.

These achievements have come from Harwell’s response to the

transformation that has taken place since the 1950 's in the use of computers

for scientific calculations. The increase in computer power has been

enormous, and the number of computer users has multiplied greatly, but the

number of numerical analysts employed at Harwell is about the same. The way

in which the nature of the work of the Numerical Analysis Group has changed

to meet these needs will be reviewed.

When I first joined Harwell in 1959, we used a Ferranti Mercury

computer, which was excellent compared with previous equipment. However,
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t he  speed  o f  t he  ina ch ine  was such  tha t  i t  was neces sa ry  t o  u se  i t

e f f i c i en t ly  on  mos t  ca l cu l a t i ons ,  pa r t i cu l a r ly  because  o f  t he  sma l lnes s  o f

the  co re  s to r e® The re fo re  many o f  t he  s t a f f  o f  t he  t hen  Ma thema t i c s  Group

in  Theo re t i ca l  Phys i c s  D iv i s ion ,  a t  Ha rwe l l ,  i nc lud ing  myse l f ,  we re  employed

to  g ive  d i r ec t  he lp  t o  s c i en t i s t s ,  so  ou r  main  ac t i v i t i e s  we re  problem

so lv ing  and the  wr i t i ng  o f  compu te r  p rog rams .  One impor t an t  excep t ion  t o

he lp ing  sc i en t i s t s  d i r ec t l y ,  ho’wever, was t he  p rov i s ion  o f  sub -p rog rams  fo r

the  ma thema t i ca l  p rocedure s  t ha t  occu r  in many d i f f e r en t  app l i ca t i ons ,  f o r

example  t he  ca l cu l a t i on  o f  the  e igenva lues  and e igenvec to r s  o f  a symmet r i c

ma t r ix .  We usual ly  turned to  the t echn iques  o f  hand compu ta t i on  and  to

books  fo r  su i t ab l e  p rocedures  - I found Hi ldeb rand ’ s  volume on  Numer i ca l

Ana lys i s  and  the  N .P .L .  pub l i ca t i on  '’Modern Computing Methods”  pa r t i cu l a r ly

use fu l .  The re fo re ,  much o f  t h i s  work was a l so  compu te r  p rogramming .

VJe seemed to  have su f f i c i en t  s t a f f  un t i l  the  ea r ly  1960  ’ s ,  when abou t

ha l f  o f  t he  g roup  moved to  t he  newly formed At l a s  Computer  and Culham

Labora to r i e s .  I n s t ead  o f  us ing  Mercu ry ,  mos t  Harwel l  comput ing  a t  t ha t  t ime

was be ing  done  On I .B .M.  mach ines  a t  R i s l ey  and a t  A lde rmas ton .  Hence t he

l i nks  be tween  numer i ca l  ana lys t s  and compute r  u se r s  a t  Ha rwe l l  became ve ry

weak  indeed ,  so  the ma jo r i t y  o f  compu te r  u se r s  d id  no t  expec t  any  expe r t

he lp  w i th  t he i r  numerical  c a l cu l a t i ons .  In f ac t ,  I found myse l f  g iv ing  more

o f  my t ime to  the  r e sea rch  o f  American  v i s i t o r s  t o  the  Theo re t i ca l  Phys i c s

Div i s ion  than to  the needs  o f  Harwell  compute r  u se r s !  Some o f  t he  remain ing

numer i ca l  ana lys t s  were  t u rn ing  towards  compu te r  s c i ence .  Time has  shown

tha t  t h i s  appa ren t ly  unfavourab le  s i t ua t i on  was exac t ly  r i gh t  fo r  the

founda t ion  o f  t he  h igh ly  succes s fu l  d i s t r i bu t ion  o f  ac t i v i t y  i n  numer i ca l

ana lys i s  t ha t  i s  now p re sen t  a t  Ea rvze l l .
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Several benefits came rapidly. Because the scientists at Harwell did

not depend on much help from the staff of the Mathematics Group, many of

them learnt Fortran and wrote their own computer programs. Thus a practical

knowledge of computing spread through the Divisions of A.E.R.E., and early

experience was gained of an environment, which is typical today, where the

ratio of computer users to numerical analysts is many hundreds to one. Two

inefficiencies of the independent computing soon became obvious. First,

there was duplication in the writing of computer programs for standard

mathematical calculations and, second, inferior numerical methods were often

used. Therefore much of the work of the numerical analysts at Harwell was

directed towards providing the users with good Fortran subroutines for their

mathematical calculations.

/Thus the Harwell subroutine library was born in 1963, and it has become

the main interface between the work of the Numerical Analysis Group and the

contribution that this work makes to scientific research at Harwell. It is

now Usual for computer users to turn to the Harwell library for the

numerical algorithms that they require. Yet the value of the library grew

slowly, because most people who have had _to_develop their own numerical

methods are reluctant initially to rely on a general procedure instead.

When the library started we accepted subroutines from many people and,

instead of the formal procedures that are current today to achieve quality

and accuracy, it was made clear to the contributors that they had the

responsibility for the efficacy of their routines. About ninety subroutines

were available by the end of 1963 and about one hundred and fifty by the end

of 1965. Our early contributors included Ann Bailey (special functions),
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Alan Curtis (rational approximation), Peter Hallowell (two-point

boundary-value problems), Tony Hearn (Gaussian quadrature), Mike Hopper

(linear least squares and linear programming), Don McVicar (Runge-Kutta and

random number generators), Sid Marlow (special functions), Lewis Morgan

(sorting), John Soper (3 j- and 6 j-coeff icients) , Ted York (linear equations,

eigenvalues and polynomial fitting) and myself (optimization). Due to these

contributions and several others, the first library catalogue (AERE Report

M-1748) shows that most of the standard methods for numerical calculations

were included by the beginning of 1966, so the library was quite suitable

for the large number of independent computer users at Harwell.

Before 1966 most of the numerical methods were taken from the published

literature, but the Fortran programs were written by the contributors

(mostly at Harwell, but also at Culham and the Atlas Computer Laboratory).

Some new algorithms, however, were also included. For example, I provided

some successful techniques for unconstrained optimization that are mentioned

by Roger Fletcher in his article here. Once the library was established it

was possible to give even more time to the creation of new numerical

methods, so we tried to find out from users what methods would be

particularly useful to their work. Because they were reluctant to suggest

new fields of research, the areas of study were chosen by the staff of the

numerical analysis group. Some of the routines that were added to the

library as a resul : of this work are given below. The list covers the

period from 1966 until 1973, when the Numerical Analysis Group left

Theoretical Physics Division to join the newly formed Computer Science and

Systems Division.
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In 1966 and 1967, Alan Curtis and I studied the advantages and

disadvantages of using cubic splines in approximation calculations, and we

provided subroutine TSO1A for representing a mathematical function to

prescribed accuracy ), and VC03A for data fitting ), In 1968 and

1969 I developed an algorithm for solving systems of non-linear equations

without calculating derivatives, when a good initial estimate of the

solution is not available, namely NS01A \ and I extended this work to

provide subroutine VA05A also, which is an algorithm that is used frequently

for non-linear least-squares calculations* Meanwhile, the time that Alan

Curtis could spend on numerical analysis was given mostly to the difficult

and important problem of choosing step-lengths automatically in the

numerical solution of ordinary differential equations, which yielded the

successful subroutine DC01A early in 1970* Roger Fletcher had joined us in

1969 and he contributed immediately VE01A, which minimizes a general

function subject to linear constraints on the variables. In the following

two years he developed a new method for quadratic programming ) , VE02A,

and a stable algorithm for revising a triangular factorization of a

symmetric matrix, MC11A. John Reid had arrived also, and worked with Alan

Curtis on the solution of large, sparse systems of linear equations, which

gave subroutine MA18A in 1971(5) # Subsequently, John Reid extended this

work to linear programming calculations. One of my interests in 1972 was

the approximation of smooth curves by straight line segments for the purpose

of graph plotting which, with the help of Sid Marlow, yielded 0B11A and

0B12A. At thiu time Roger Fletcher was testing some of his highly promising

ideas for taking account of non-linear constraints in optimization

calculations, which gave subroutine VF01A in 1973. Also in this year two

important additions were made by visitors: Bert Buckley provided
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VE05A \ which is a substantial improvement over VEO1A, partly because

it can take advantage of any sparsity in the coefficients of the

constraints, and Kaj Madsen contributed an algorithm that calculates all the

roots of a polynomial.

Many other algorithms were added to the library in this period® Most

of these came from writing Fortran programs ourselves to implement published

descriptions of the methods of other researchers. A few subroutines,

however, came from published computer listings. For example, the adaptive

quadrature routine QA05A is based on CADRE due to Carl de Boor ®).

Because assembling these routines, and making them easily available to

computer users, required a great deal of hard work, I would like to record

here that the success of the library has been helped greatly by Christian

Puritz, Bill Hart, Mike Hopper and Sid Marlow.

Because it is not possible for a group of numerical analysts to produce

a string of good algorithms, without giving attention to the underlying

theory, the group has also pursued an active research programme. The

theoretical work on optimization is discussed in Roger Fletcher 1 s

contribution to this report, except that he is too modest about the

importance of his studies on non-linear constraints. The list of reports in

the TP series gives a fair indication of the underlying work of the group;

but a further comment must be made on the research on sparse matrix

calculations. It is that this research is pioneering work of high quality

in a field that is essential to the solution of many very large computer

calculations. Research has continued vigorously in this subject under the

leadership of John Reid, since the Numerical Analysis Group transferred to
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the Computer Science and Systems Division, much of the recent work being

done by Iain Duff, who joined in 1975. Therefore, Harwell is now recognised

generally as a centre of excellence for sparse matrix calculations.

It is instructive to relate the work that has been described to

research in numerical analysis and mathematical software outside Harwell.

The attention that we gave in the 1960’s to making available general Fortran

programs for the algorithms that we developed was most unusual. As a

consequence, we received many requests for these programs from outside and

now hundreds of copies of the Harwell library are distributed throughout the

world. It is therefore fair to say that the library has made an important

contribution to scientific research generally. I have often received

letters from scientists, thanking me for my algorithms, and saying that

Harwell subroutines have made some mathematical calculations possible that

could not have been done by other available methods. In the last ten years,

however, the situation has changed greatly. The new subject ’’mathematical

software”, which falls between numerical analysis and computer science, has

grown up at an enormous rate to provide libraries of high quality computer

programs for numerical algorithms. It has consumed thousands of man-hours,

because of the difficulties of making the programs available for a range of

computing machines - difficulties which we have not had to face at Harwell.

Work in this direction in Britain has been very worthwhile, its focus being

the N.A.G. Library in Oxford. Many universities and research

establishments, including Harwell, have contributed to this library, and its

use is widespread , due to the attention that has been given to the

requirements of different computers. It seems, however, that we may be

going back to the situation where very few numerical analysts provide
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general computer programs, because this work will be done mostly by

mathematical software experts. Unfortunately these experts often give

insufficient attention to the mathematical theory of an algorithm, because

so many other factors are important to them. Therefore I expect a return to

the situation where Harwell will be unusual in providing subroutines that

bring recent major advances in numerical analysis to computer users.

1. A.R. Curtis, The Approximation of a Function of One Variable by Cubic
Splines in ’’Numerical Approximation to Functions and Data”, ed. J.G.
Hayes (Athlone Press, London, 1970) p.28-42.

2. M.J.D. Powell, Curve Fitting by Cubic Splines in ’’Numerical
Approximation to Functions and Data, ed. J.G. Hayes (Athlone Press,
London, 1970) p. 65-83.

3. M.J.D. Powell, A Fortran Subroutine for Solving Systems of Non-Linear
Algebraic Equations in ’’Numerical Methods for Non-Linear Algebraic
Equations”, ed. P. Rabinowitz (Gordon and Breach, 1970) p. 115-161.

4. R. Fletcher, A General Quadratic Programming Algorithm, J. Inst. Maths.
Applies, 7_, 7b-91 (1971).

5. A.R. Curtis and J.K. Reid, The Solution of Large Sparse Unsymmetric
Systems of Linear Equations, J. Inst. Maths. Applies, 8_, 344-353
(1971).

a

6. - R. Fletcher, An Ideal Penalty Function for Constrained Optimization, J.
Inst. Maths. Applies, 15, 319-342 (1975).

7. A. Buckley, An Alternate Implementation of Goldf arb’ s Minimization
Algorithm, Math. Programming, _3, 207-231 (1975).

8. C. de  Boor, On Writing an Automatic Integration Algorithm in
"Mathematical Software, ed. J.R. Rice (Academic Press, New York, 1971)
p. 201-209.
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Chapter XIX

OPTIMIZATION METHODS

Ro Fletcher

I became interested in optimization methods in about 1961 whilst

researching into numerical methods for computing atomic and molecular

wave-functions. By this time the growing power of computers was making it

apparent that many important optimization problems in industry, science and

engineering might be solved numerically. This situation led to an

increasingly rapid and fruitful study into numerical methods for optimization

i
problems and into the theory associated with these methods, which has

continued up to the present. What follows is a personal account of the many

developments which have taken place.

The main centres for this development in the U.K. have been at Harwell,

the N.P.L. and the Numerical Optimization Centre (N.O.C.) at Hatfield,

together with a number of people scattered around the country in

universities. Other contributions have come from operations research groups

such as Scicon. New developments from industry have been few, although its

representatives have attended enthusiastically at conferences, teaching

symposia and summer schools, so that new developments in methods have been

successfully used in many practical applications. In fact, the traditional

approach in the U.K. is such that practical experiments with methods have not

been neglected in favour of theoretical studies, as has often happened in the

U.S. for instance. As a consequence, I believe that developments in the U.K.

have had a practical significance far in excess of the relative number of

people working in the subject. At Harwell the establishment and widespread

dissemination of a subroutine library, which includes a wide selection of
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up- to -da te  op t imiza t ion  rou t ines ,  ha s  g rea t l y  i nc rea sed  the  impac t  wh ich

these  deve lopmen t s  have had® In  a l l  t h i s  r e sea rch  i t  i s  app rop r i a t e  t o

men t ion  pa r t i cu l a r ly  my fo rmer  co l l eague  a t  Ea rwe l l ,  Hike  Powe l l ,  whose

con t r ibu t ions  t o  the  sub j ec t  have  been unsu rpas sed .

In  the  l a t e  1950’ s  i t  was v i r tua l ly  imposs ib l e  t o  f i nd  an e f f i c i en t  and

re l i ab l e  method to  solve o the r  than the  mos t  ba s i c  op t imiza t ion  p rob lem.

Th i s  meant  t ha t  the  f i r s t  con t r i bu t ions  came f rom eng inee r s  and sc i en t i s t s  in

indus t ry ,  o f t en  in a ve ry  ad-hoc way ,  a l though  these  o f t en  exh ib i t ed

cons ide rab l e  i ngenu i ty .  Early r e sea rch  o f t en  s tud i ed  what a r e  the  mos t

su i t ab l e  t heo re t i ca l  p rope r t i e s  fo r  methods t o  pos se s s .  As an  example ,  a

gene ra l  uncons t ra ined  min imiza t ion  method migh t  t e rmina t e  a t  the so lu t i on  i f

app l i ed  t o  a quadra t i c  func t ion .  An appa ren t  ea r ly  succes s  was t o  show how

te rmina t ion  could  be ach ieved  mere ly  by min imiz ing  the  ob j ec t i ve  func t ion

succes s ive ly  a long ce r t a in  l i ne s .  Unfo r tuna t e ly ,  the  r e su l t i ng  method d id

no t  wTork  a s  we l l  a s  the ad-hoc method i t  was i n t ended  to  r ep l ace !  However,

Mike Powell was able  t o  show a be t t e r  way o f  us ing t h i s  t heo re t i ca l  p rope r ty

and  the  r e su l t i ng  method was used  succes s fu l ly  fo r  a number o f  yea rs  \

Th i s  ep i sode  i l l u s t r a t ed  t o  me very  c l ea r ly  t he  impor t ance  < o f  in t eg ra t ing

bo th  t heo re t i ca l  and  experimental  s t ud i e s .

The c l a s s i ca l  Newton method fo r  min imiza t ion  is, the  most  d i r ec t  way o f

us ing  the p rope r t i e s  o f  a quadra t ic  func t ion  and  can somet imes  be  u sed

advan tageous ly .  However,  the  bas i c  method i s  un re l i ab l e  and r equ i r e s  t he

use r  t o  eva lua te  s econd  de r iva t i ve s ,  wh ich  can be a ma jo r  d i s incen t ive  t o  i t s

u se .  On the  o the r  hand ,  t he  appa ren t ly  op t ima l  s t eepes t  de scen t  me thod ,
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which requires only first derivatives, is virtually worthless in practice®

In 1962 Mike Powell and I independently came across a rather idiosyncratic

report by Davidon ) which nevertheless contained a most important idea,

namely that of approximating the inverse second derivative matrix by a

certain positive definite matrix which is updated on each iteration. When

used with a line search for stability, many of the difficulties of Newton’s

method were resolved at a stroke. The resulting DFP method 3) has been

used widely and successfully for many years. The method was an important

breakthrough: we attended a meeting about that time at which the speakers

were lamenting the difficulties of minimizing functions of ten variables (the

phrase "curse of dimensionality" was often used) whereas the DFP method would

readily solve test problems of one hundred variables. One of the most

striking early applications of the method (amongst many) was in helping to

compute optimal trajectories in the U.S. moon landing programme. Since that

time innumerable researches into this type of method have been carried out.

Two significant developments which are particularly worthy of mention arose

partly as a result of research at Harwell. One was the introduction of a new

updating formula ) * which proved even more effective than that used in

the DFP method and which forms the current standard method. The other

development was .motivated by a bet of one shilling that a proof of

convergence for the DFP method would not be obtained in the foreseeable

future, in view of the difficulties which were involved. This challenge

strongly motivated Mike Powell to solve the problem ) a nd he has since

gone on to develop many fine results of this nature. Other important

developments in these types of methods in the U.K. have taken place at the

N.P.L. and the N.O.C.
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Another early development with which I was fortunate to be associated

was. the conjugate gradient method ). Although not comparable with the

DFP method, it has the important advantage that no matrices need be stored.

As a consequence, it could be applied to very large problems (1000’ s of

variables) for which other methods could not be used. The method found

important applications in many fields, for example in studies of defects in

crystals by Mike Norgett at Harwell ?). As time passed many of the

properties of this type of method were established, arid it was apparent that

a number of similar methods could be derived. Experimental testing on the

usual range of test problems failed to detect any noticeable difference

between them. However, the large problems for which the method was most

suitable have certain symmetry properties which are not well represented in

the standard test problems. Again Mike Powell has been able to show(8)

that one particular conjugate gradient method is most advantageous when the

symmetry is present, and substantial gains in efficiency are possible.

©

Perhaps 90% of non-linear optimization problems are non-linear

least-squares problems, arising either from data fitting, or as an attempt to

solve a non-linear system of equations. 'Many developments at Harwell have

contributed to the current effectiveness of methods for such problems,

although a data fitting package at Harwell was given the acronym FATAL,

namely Fit Anything To Anything you Like, a wry comment on the dangers which

•©
an unsophisticated user might encounter. Most of the developments again

arise by estimating the second derivative matrix, this time by linearizing

the non-linear equations. Occasionally this approach fails to work well,

even when modified in such a way as will, in theory, guarantee convergence.

The reasons why this is so are known, but the best way of developing better
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methods is not as clear, and the whole area of modified Newton and

Newton-like methods awaits some new initiative.

Many minimization problems are complicated by the presence of

constraints* that is equations or inequalities which the variables are

required to satisfy. The minimum value of the objective function subject to

these restrictions is then required. A basic problem of this type is linear

programming, in which both the objective and constraint functions are linear.

A standard technique for handling such problems was set out in the 1940 ’s and

is still in common use today, albeit with some modifications to improve

efficiency. Contributions to this work have taken place at Harwell by John

Reid for solving large sparse problems which frequently arise in practice.

Also Ian Cheshire has successfully adapted linear programming to be

applicable to ship scheduling problems. It soon became clear that there are

no major difficulties in handling linear constraint problems in general,

although suitable software is not always readily available. I developed a

quadratic programming (quadratic objective function/ linear constraints)

method ) a nd subroutine at Harwell in 1970, and this has been well-used.

Earlier quadratic programming methods relied on modifications to linear

programming, whereas this method was typical of a trend towards what might be

called an active set method and most current research now follows this

approach.

More recent developments which have had an influence on methods for

linear constraints have occurred in the field of numerical linear algebra,

with particular regard to factorizing and updating matrices in a stable and

efficient way. It is now realized that substantial loss of precision can
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occur unless the correct approach is used. Workers at N.P.L. in particular

have been responsible for making these effects known, and Harwell too has

been well to the fore in these developments. Software., incorporating the

more satisfactory matrix handling techniques which have been developed, is

gradually becoming available.

The most challenging type of optimization problem is non-linear

programming in which both the objective and constraint functions may be

nonlinear. Early ad-hoc developments used the idea of adding to the

objective function a term which penalized violations or near violations of

the constraint conditions. The problem could then be treated as in

unconstrained optimization. Theoretical studies showed that if a sequence of

unconstrained problems were solved, then convergence to the required solution

could be obtained. In practice, however, the methods were only capable of

providing solutions of low accuracy - a fact which it also became possible to

account for theoretically as an illustration of ill-conditioning. In the

late 1960 ’s a better sequential penalty function formulation was found which

avoided the ill-conditioning and it became possible to provide reliable

software for solving non-linear programming problems. I was rash

enough ® to refer to this as being an ’ideal 1 penalty function, an

assessment which is already overtaken by more recent developments. Another

type of penalty function which has attracted some attention is the exact

penalty function, i.e. one for which a single unconstrained minimization

could be used, rather than a sequence. A quite early idea was to use an L|

(sum of moduli) penalty term. This, however, causes difficulties because of

the lack of differentiability (i.e. smoothness) of the resulting function. I

was able to propose !) a smooth exact penalty function, which, however,
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never became competitive* in practice

An alternative line of development for non-linear programming, dating

from about I960, has been to linearize the constraint functions and to solve

a sequence of quadratic programming problems, including a correction for

constraint curvature in the quadratic function. Mike Powell has recently

revived this idea, with a line search to help overcome problems of

reliability associated with the earlier methods, and he has shov;n that the

method can work well in practice. I have been able to show how to

incorporate these ideas with an exact Lj~penalty function so as to

guarantee convergence, while retaining the other advantageous features of the

methods. These recent developments are very interesting and promising and I

think it likely that in the future they may supersede the use of sequential

penalty functions.

Finally, another recent field of interest has been in non-dif f erentiable

optimization. Use of Lj-penalty terms, both in non-linear programming and

in solving non-linear equations, is one example, but there are a number of

other important applications. In the past such problems have largely been

avoided, due to both theoretical and practical difficulties. However, a

number of successful research contributions on both fronts have been made,

and it is likely that good practical software for such problems will become

available in the not too distant future.

1. 14. J. D. Powell, ”An Efficient Method for Finding the Minimum of a
Function of Several Variables Without Calculating Derivatives”, Computer
J. , £, 155-162 (1964).

2. W.C. Davidon, ’’Variable Metric Method for Minimization”, AEC Res. and
Dev. report AML-5990 (Rev.) (1959).
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Chapter XX

OPERATIONS RESEARCH AT HARWELL

Ian M. Cheshire

With the passing of the Science and Technology Act in 1965, the

Authority was given the opportunity of making its research capabilities

available to other organisations on a commercial basis. This is a

particularly challenging task for theoretical physicists who are primarily

concerned with explaining physical phenomena rather than exploiting their

commercial potential. The tools of the trade are paper and pencil and the

ability to make mathematical models. When the models become sufficiently

complex computers are used to carry out the calculations. The application

of these skills to commercial decision making problems is the prime concern

of operations research.

In a typical operations research study we attempt to analyse a business

problem and to construct as simple a model as possible which contains all

the essential features of the operation. Depending on the nature of the

operation the model may or may not be a simple one. If it is very complex

or if it is stochastic in nature then we may have to resort to simulation on

a computer with the aim of deducing rules of thumb to enhance the efficiency

of the operation. Defining the design parameters of a new combat aircraft

by simulating its performance under battle conditions would be an example of

this type. However, sometimes the model can be simplified sufficiently to

define a mathematical programming problem and we then have some hope of

finding the optimum solution. The day-to-day scheduling of a fleet of road

vehicles would be an example of this type.



At Harwell we have specialised in the development of computer programs

to solve these extreme types of problems and we have largely avoided the

middle ground where the problems are often too complex to yield an effective

solution. However, this has not always been the case. In one of our early

projects we attempted to optimise the operation of an entire paper mill

instead of concentrating on one or two key aspects of the operation and

allowing thecompany expert to define the external parameters. Our idea was

simple enough. We thought that by simulating a sequence of orders through a

series of machines we could evaluate many possible sequences and arrive at a

good sub-optimal solution. The points we failed to recognise were (i) that

the operation of each machine is alwQys much more complicated than even the

experts can tell Initially and (ii) that people are often much better

planners than we might suspect. In fact, our paper mill project was a

failure, but from it we learned the virtues of simplicity and optimality.

Scheduling fleets of bulk carriers and 0B0 (oil/bulk/ore) vessels is an

example of an operations research application where the central problem can

be simply stated and where a globally optimal solution can be found. The

uncertainties of the shipping industry are notorious and during the 1960 ’s

fleet operators attempted to shield tnemselves from fluctuating market

conditions by signing long-term contracts at modest freight rates. For

example, a company might contract to ship say 3 million tons of coal per

annum from the U.S.A, to Japan. By using flexible 0B0 vessels they could

then supplement the base trade by shipping oil from the Persian Gulf to

Europe. This strategy combined two long laden voyages with two relatively

short ballast voyages instead of the more conventional practice of devoting

specialised vessels to a single trade and wasting half the sailing time in
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ballast. Seabridge Shipping Ltd., a large U.K. consortium, were prominent

in this business but by 1968 the company had signed so many contracts that

they no longer had a simple pattern of trade and scheduling the fleet became

a major problem. Within about eighteen months or so we were able to write a

computer program to schedule the Seabridge fleet in time to catch a peak in

the spot market early in 1970. The market rate for shipping oil from the

Persian Gulf to Europe had moved from $2.70 per ton to $27.00 per ton. In

fact, by this time all the vessels were committed to much less profitable

long-term business and the company scheduler could not see how to reschedule

the fleet to free a vessel for the highly profitable oil trade. However,

our program produced a ’’surprising” solution which freed vessels for the

Persian Gulf to Japan route and the first computer run revealed a profit in

excess of £1M. During the 1970 f s several other shipping companies made use

of the program but the environment for which it was designed (the

combination of long-term contracts and a profitable spot market) has since

disappeared. At present, only one Norwegian company, specialising in the

still buoyant business of shipping cars in bulk, continues to use the

program regularly.

The central algorithm of the fleet scheduling program involves dynamic

programming, to sequence the voyages of each vessel, as an interactive

column generator for the linear integer program which allocates voyages to

individual vessels. Integrality is achieved by a simple branch- and- bound

procedure which either forces or denies particular voyages to particular

vessels. The simplex multipliers or shadow prices change at each simplex

iteration to define a new column generation sub-problem. The key to the

solution of the sub-problem was the observation that discharge ports can
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a lways  be  g rouped  in to  a r e l a t i ve ly  smal l  number o f  d i s cha rge  a r ea s  and the

dynamic  programming s t age - s t a t e  can  be  de f ined  as  a d i s cha rge  a r ea -day .

Da ta  va l i da t i on  i s  a fundamenta l  a spec t  o f  any compute r  method but  i t

i s  e spec i a l l y  acu t e  in r ea l - t ime  dec i s ion-making  p rob lems ,  such  as

schedul ing  a l a rge  f l ee t  o f  sh ip s ,  where  one  mi s t ake  can be  very  expens ive .

The  normal procedure  t o  cope  w i th  t h i s  da t a  problem i s  t o  expose  the model

in  a s  much de t a i l  a s  pos s ib l e  t o  enab le  the u se r  t o  apply  a s  many checks  a s

he  f ee l s  neces sa ry  t o  ga in  con f idence  in the  mode l .  For  example ,  we would

normal ly  p r in t  t ab l e s  o f  the  ca rgo  tonnage ,  e t c . ,  f o r  each ves se l  on each

po ten t i a l  voyage .  Large  s ec t i ons  o f  da t a  wh ich  a r e  r e l a t i ve ly  s t a t i c  such

as  con t r ac t  de t a i l s ,  d i s t ance  t ab l e s  and ves se l  cha rac t e r i s t i c s  can then be

seg rega t ed  i n to  s t anda rd  f i l e s .  The remain ing  p rob lem,  which  i s  no t  so

eas i l y  so lved ,  i s  how to  ve r i fy  t he  da t a ,  such  a s  voyage  l aydays  o r  market

f r e igh t  r a t e s ,  wh ich  i s  cons t an t ly  f l uc tua t ing .  Fo r  example ,  by t yp ing  in

the  wrong month fo r  a voyage  l ayday ,  t he  ope ra to r  may exc lude  the obv ious

schedu le  f rom the  f ea s ib l e  s e t .  Our so lu t i on  t o  t h i s  problem was t o  exp lo i t

t he  s chedu le r s ’  sk i l l s  by r equ i r i ng  him to  p rov ide  an input  schedu le  which

cou ld  be  eva lua t ed  and checked  fo r  f ea s ib i l i t y  be fo re  a l lowing  the  program

to  sea rch  fo r  t he  optimum schedu le .  Not only  does  t h i s  s imp le  dev i ce

e l imina t e  e r ro r s  in  t empora ry  da t a ,  bu t  i t  a l so  s e rves  a s  a cons t an t

r eminde r  t o  t he  u se r  o f  t he  va lue  o f  compute r  op t imi sa t i on !

Schedu l ing  f l ee t s  o f  road  veh ic l e s  i s  a r e l a t ed  problem wi th  a w ide

marke t  which l ias  a t t r ac t ed  many pub l i ca t i ons  ove r  the l a s t  t en  yea r s  o r  so .

Unfo r tuna t e ly ,  t he  problem i s  d i f f i cu l t  and we a r e  fo rced  to  u se  heu r i s t i c

p rocedure s  which  do  no t  gua ran t ee  op t ima l i t y .  A r ecen t  s t udy  by the
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Operations Research Group has shown that existing methods are capable of

considerable improvement and we have therefore developed a new package to

solve this problem in conjunction with Ross Foods Ltd, who have applied the

technique with considerable success to a large number of depots® The

marketing of the vehicle-routing package to a group of companies is now in

progress®

Rather than day-to-day scheduling the main application of vehicle

routing is strategic. It is usually possible to define a weekly cycle of

customer demand and the problem is to service the customers from each depot

with the minimum number of vans. Typical van costs are about £15,000 per

annum and if a few vans can be saved at each of a large number of depots

then the application of vehicle routing can become economic.

During the last few years the main interest of the Operations Research

Group has centred on the development of mathematical techniques for

simulating North Sea oil fields. This project is sponsored jointly by the

Department of Energy, the British Gas Corporation and the British National

Oil Corporation.

Computer models which simulate the movement of oil, water and gas

through the porous rock of the reservoir provide one of the most useful ways

of evaluating alternative development strategies. Such models incorporate

all our knowledge about the geological structure of the field, the porosity

and permeability of the reservoir rock, the location of wells, the physical

properties of the oil, water and gas, etc. Initially there is a great deal

of uncertainty about the data but, as the field is developed, we gain new
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information which enables us to improve the accuracy of the model. The

process is called "history matching". Parameters of the model, such as rock

permeability, are adjusted until there is close agreement between the

computer calculation and the observed production and pressure at each well.

From the modelling standpoint there are two important features of North

Sea fields:

(1) The reservoirs are large. But large fields with many wells

require large mathematical models if they are to be modelled with any

degree of accuracy. Large mathematical models are expensive to run on

the computer and we need many runs before a good history match is

achieved. There is therefore a need for highly efficient numerical

methods to be developed. Our technique, which has turned out to be

extremely efficient, uses incomplete Choleski decomposition in

conjunction with a variant of the conjugate-gradient algorithm to solve

the large sets of sparse linear equations arising at each time-step of

the simulation.

( 2 )  North Sea oil is light and highly mobile but under-saturated with

dissolved gas. Thus as oil is extracted, and the field pressure

reduced, gas does not come out of solution to maintain the field

pressure and keep the oil flowing. In the North Sea, the oil must be

driven by injecting water round the periphery of the field. Because

the oil is highly mobile there is a sharp interface between the oil and

the water and, if the extraction is carefully managed, we can get an

almost piston-like displacement of the oil and a high ultimate

recovery. However, there is no existing mathematical technique whereby

this sharp piston-like displacement can be modelled accurately. Our

approach has been to attack the problem in two ways. Firstly, by
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exploring in depth the suitability of the finite-element method to

reservoir simulation. This work is carried out wholly within the

Theory of Fluids Group of Theoretical Physics Division. Secondly, by

investigating new methods for incorporating sharp discontinuities in

finite difference methods. Both techniques look promising and the

latter is currently being incorporated into our comprehensive simulator

called PORES (Program for Oil Reservoir Simulation).

The mechanism of oil displacement within the reservoir can be very

complex and it would be useful to develop techniques to visualise the

results of large simulation calculations. Some early work on this idea has

been carried out at Shell using very expensive equipment. On the other

hand, our idea is to use very cheap microcomputers (about E2K each) which

can be used as private desk-top terminals by the reservoir engineers. This

work is also at an early development stage but the results achieved to date

have greatly impressed the practising engineers, who, in the past, have been

forced to manage with much less effective methods.

The development of new mathematical techniques is, of course, only a

means to an end and the results of our efforts would be of limited value if

we could not use the new programs to carry out actual North Sea simulations

on behalf of the Department. Having established a strong credibility for

the Authority in this field, we could then propose a new programme to build

individual models of North Sea fields. This part of the work is carried out

at Winfrith and has turned out to be another sucess. Expertise at Winfrith

grew rapidly during 1978 and that Establishment is now initiating new

programmes on enhanced oil recovery methods. The Winfrith effort is now

comparable in size with that at Harwell but it is growing much faster.
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Chapter XXI

COMPUTING AT HARWELL 1948-1961

Jack Howlett

1. The Early Days

I came to Harwell in the summer of 1948 at the invitation of Dr. Klaus

Fuchs. During the war I had been a member of a small group headed by

Hartree, hidden away in a basement in the University of Manchester and

working on a variety of mathematical problems connected with war-time

activities. Our main tool for numerical work was the mechanical

differential analyser, a fearsome and massive piece of mechanical

engineering looking very much like a large-scale Meccano model - Hartree had

in fact built a small prototype in Meccano before getting the full-scale

machine. It was the most powerful calculating engine in Britain, probably

in Europe, at the time - and an almost exact copy was built for Cambridge

shortly after the Manchester machine came into use. It was, of course, an

analogue, not a digital machine (although I don’t think the name digital

machine had been invented then). Using it was what one can fairly call

man’s work - you put on a boiler suit to change the set-up from one problem

to another. One half of the Manchester machine is in the Computer Gallery

in the Science Museum in South Kensington; I appear in the accompanying

photograph.

We - meaning Hartree’s group - had done what at the time was rated a

large-scale calculation for Fuchs and Peierls, concerned with the atomic

bomb project. Fuchs went to Harwell when it was set up in 1946 to form and

head the Theoretical Physics Division, and about a year later asked if I

would join his Division to take charge of the computing section he was
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building. Thus 1 arrived on the site in mid-1948 - 31 years ago

Computing then was a completely different v;orld from what it is now.

There were no computers as such apart from tremendous adventures going on in

a small number of institutions in Britain and America, amongst which the

universities of Cambridge and Manchester were outstanding. The computing at

Harwell, as elsewhere, was done with mechanical desk machines, either hand

or electrically operated. When I joined the group consisted of about eight

young people, mostly girls. Harwell was then just beginning its period of

rapid build-up; the BEPO reactor had started up that summer and other large

projects were under way. Fuchs had formed his computing group solely to

serve T.P. Division but several things soon became very clear: ( i )

computational services were needed all over the Establishment, (ii) these

needs were going to grov.’ rapidly and (iii) what was wanted was a service

available to everyone. It may seem strange today that an enterprise so

large and so technologically and scientifically sophisticated should have

been planned without a central computing service, but remember, this was 30

years ago and the power and all-pervading nature of computation could not

possibly have been realised at the time. Anyhow, I told Fuchs of my viev.’s

and he agreed; we then went to Sir John Cockcroft, the Director, with the

proposal that the Theoretical Physics computing group should be developed

into a station-wide service and he agreed; and that was the start of the

Harwell computing organisation.

This was before the U.K.A.E.A. had been created, when Earwell was still

part of the Ministry of Supply. The administration in London - who

remembers the Adelphi? - classed desk machines with typewriters and other
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office equipment and controlled the supply rigidly. I made pilgrimages to

the 0. 6 M. people in the Adelphi to argue for almost every new machine we

needed. I have a clear and pleasant memory of the occasion when, one

morning, I convinced the head of that section - a very hearty Austrlian

called NacPherson - that we really did need half-a-dozen new electric

machines; and of celebrating the achievement by taking myself to lunch at

Simpson 9 s , more or less next door - and spending almost ten shillings on

this blow-out. Official subsistence was probably about 3/6d. at the time.

There is scope for a tremendous amount of technique in hand computing

and with good techniques and good organisation a surprising amount can be

achieved. But the limitations are very great indeed and put a premium on

carrying the mathematical development of a problem as far as possible before

turning to numerical methods. This is especially true of what was the main

field of work at Harwell at the time, nuclear reactor theory, where one is

dealing with partial differential equations or, worse, integro-dif f erential

equations. Direct numerical attack was quite out of the question then and a

whole battery of analytical weapons had been developed to make it possible

to get anywhere at all with the limited computational resources available.*

This, of course, applied everywhere, not just to Harwell. The late Boris

Davison was an outstanding classical mathematician and a great expert here.

He wrote, jointly with John Sykes (who is now with Oxford University Press)

the definitive book on the subject, Neutron Transport Theory (Oxford

* An excellent and comprehensive account of the body of mathematical methods
developed for the attack on these problems is contained in Nuclear Reactor
Theory: Proceedings of the 11th Symposium in Applied Mathematics of the
American Mathematical Society, April 1959, published by the A.  M.S., 1961.
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University Press, 1957), a tour d e  force o f  applied complex-variable theory.

his way around the complex plane better than anyone else 1 haveBoris knew

The methods almost always led to borne form o f  series expansionever met

many will rememberwhich was evaluated numerically term-by-term; doubtless

the order of theor "P5" method the suffix givingthe names

to which the was taken Sheer algebraicexpansionspherical harmonic

set the limit Reactors being more o r  lessto thisusuallycom  pl exity

most calculations and we madecylindrical, Bessel functions turned up in

great use o f published tables The best tables by far were those published

but we were still suffering severely fromby the British Association;

could not buy the number o f  copies w'e needed.war-time restrictions and just

( n o  Xerox machines then).Entirely illegally, I got photographic copies made

It’s an interesting comment on the times when one recalls that Harwell had

pretty well unlimited funds.

Everyone who runs a computing service knows that when someone copies

with a numerical problem the first thing to do i s t o  find out this is

really the problem he wants solved, o r  whether it is, in fact, some

transformation, which may or may not be useful o f the original problem. We

had any number of experiences of scientists doing a lot o f  mathematics on a

problem before bringing it to us, when a straight attack from thenumerical

far more effective. One casebeginning was I remember being asked to

evaluate a singularly horrible mess o f  series polynomials and quadratures

which would have taken days o f  work; asking where it a l l  came from I was

shown a fairly simple non-linear ordinary differential equation and one o f

the girls got the result which was wanted by direct numerical integration in

hit If a day.
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2. The Punch-Card Era

Somewhere around 1952 we were asked by Dr. T.E. Cranshaw if we could

help with what one would now call a data-collec tion problem. He was

studying cosmic-ray showers and had an array of detectors on the Cui ham

airfield; he needed to know, over a long period of time, which detectors had

fired when, and to do a good deal of fairly simple arithmetic on the

observations. This seemed a good application for standard punched-card

accounting machinery and w’e went with the problem to the relevant

manufacturers, British Tabulating Machine Co. (E.T.M.) and to I.B.M., the

latter having just set up in a small way in Britain following the

dissolution of the link between the two companies. Ironically, I.B.M. were

not interested but B.T.M. were; they were enthusiastic and gave us a lot of

help. We finished up with an 80-column card punch into which the signal

cables from the detectors came and which punched a card showing the pattern

of firings, and the time, whenever any one or a combination fired.

The reason for relating this is that the undertaking gave us elementary

but. valuable experience of punched-card machinery. Not long afterwards news

of the Monte Carlo method of tackling neutron transport problems began to

come over from America. Essentially a simulation method, in which one

followed the life-histories of individual neutrons, this side-stepped the

formal mathematical difficulties of the classical methods but required very

large amounts of relatively simple computation if results of acceptable

precision were to be obtained. Hand computing was quite inadequate but the

method was well adapted to punched card machinery which was available as

standard, commercially-produced equipment. Further, there was a good deal

of experience of the use of this machinery for scientific computation, in
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the National Physical Laboratory especially. We set up a Punched Card

Machine section around 1953 and lured James hailstone (and his wife

Elizabeth) from N.P.L. to run it.

(nowWe did a lot of Monte Carlo work with this machinery K.W. Morton

Professor of Applied Mathematics at Reading) had joined the group not long

before and did a great deal to improve the statistical techniques and so to

reduce the amount of computation needed in a problem. Ke did much general

had a true flair forcomputation also, and here the Hailstones who

exploiting the capabilities of these machines were invaluable The

manufacturers produced increasingly powerful sophisticated machinesand

capable of doing, automatically, increasingly complicated calculations and

think can fairly be called thewe finally installed two of what 1

BTM.555. This isn’t the placeculmination of the punched card machines, the

a remarkable machine; soto give a long account of what I still thin* was

let me just say that whilst it was programmed** by setting up a plug board

it had a magnetic drum store, allowed the repetition of program steps (DO

loops?) and, in effect, the incorporation of sub-routines and could be made

to do remarkable tricks. It was, in fact not far off a computer. James

Hailstone exploited this machine to the full; he wrote a short book, which

B.T.M. published, describing the machine from the point of view of one

concerned with scientific computation and giving half-a-dozen examples of

applications: one was Monte Carlo, another a tricky combinatorial problem

which arose in nuclear structure theory. I still have a copy

I think it worth recording that we used the 555 for what must have been

one of the earliest examples of automatic data processing. Reactor Physics
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Division had a time-of-f light neutron spectrometer in the BEPO hangar for

measurement of cross-sections® It was a simple but tedious calculation to

go from the numbers they recorded in the experiments to the cross-sections

they wanted, and they were doing this by hand and getting swamped# We

automated the process, but not without difficulty. The basic calculation

was simple enough; the real problem .was to find out exactly what calibration

and other corrections had to be applied to the raw observations, how these

varied from day to day (as they did) and what other folk-lore came into the

process It was quite a salutary experience for both sides at the time.

3® Home-made Computers

The punched-card machine installation was in operation and doing good

work from about 1953 to about 1957, but meanwhile the development of the

true digital electronic computer was . gathering momentum. Wilkes at

Cambridge was building EDSAC-1, to be followed by EDSAC-2; Williams and

Kilburn at Manchester were building the machine which the Ferranti Mark I

was based on, to be followed by Mark I*; and at N.P.L. a group which

included Turing and Wilkinson was building ACE, or more correctly Pilot ACE,

on which the English Electric DEUCE was based. I went to what must have

been the very first programming course in Britain, at Cambridge in 1950, and

shortly afterwards some of the members of the computing group went to

courses at Manchester. I and some of my colleagues went regularly to the

seminars which Wilkes arranged on alternate Thursday afternoons in the

Cambridge laboratory, as did members of the Electronics Division, notably

E.H. Cooke-Yarborough, R.C.M. Barnes and D.J.H. Thomas. When petrol became

more readily available, Cooke-Yarborough drove us there and back in his
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red Allard - a great .experience. I’ve often told people that for several

could and did meet together inyears the entire British computer population

the Cambridge lecture room

It was becoming clear that the happen and to bewas going tocomputer

important, though I doubt if anyone foresaw just how important. There are

by the way, plenty of stories about the time - for examplemade atestimates;

that five or six machines seet all foreseeable needs inwouldat most

Britain. These stories are high-level meeting attrue - I one quitewas at

agreed should laugh; who, only a fewwhich such an estimate was No-one

electronic calculators?years ago, would have predicted the market for hand

However, as a step on the offered to design andway Electronics Division

build for us an automatic calculator in which the switching was done by

relays (as had been done in a classic of machines built by Stibitz inseries

Bell Labs.) but in which the dec imal arithmetic and memory were electronic

We got this in 1951 and housedusing about 800 scale-of-ten Dekatron tubes

on the south-east corner of the airfield. Itit in the old control tower

course, slow, not much faster than hand calculation on singlewas

operations, but fully automatic, extremely reliable and utterly relentless.*

It took little power and could be left unattended for long periods; I

think the record was over one Christmas-New Year holiday when it was all by

itself, with miles of input data on punched happy, fortape to keep it at

least ten days and was still ticking away when we came back It was perhaps

only just a computer, but granted that, it was certainly one of the earliest

* One day E.B. Fossey
be called the Atlas Laboratory),
desk machine and attempted a race. He kept
working flat out, but had to retire, exhausted;
on.

an excellent hand-computer (still with what used to
settled down beside the machine with his

level for about half an hour,
the machine just ploughed
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in serious and regular use in the country. There is an account in Bowden’s

’’Faster Than Thought”. The subsequent history of this machine is

interesting. We used it up to about 1958 and then, rather than scrap it,

offered it as a prize to the educational institute which could give us the

best reason for having it® This was the idea of J.M. Hammer si ey of Oxford

and we conducted the operation in collaboration with the Oxford Extra-Mural

Department. It went to Wolverhampton Polytechnic who used it for teaching

and for real work for at least the next 15 years - a n  astonishing record; it

is now in a museum in Birmingham, and I’m told it can still be made to

work.

The first computers, and those in service right up to the early 19,60’s,

were valve machines. Transistors began to appear in the early 1950 ’s and

Electronics Division immediately began to take an interest in their

possibilities. In 1953 Sir John Cockcroft encouraged them to design and

build a computer for us, using transistors throughout. The resulting

machine was called CADET - Transistor Electronic Digital Computer

(backwards). It went into regular service in an experimental form in August

1956. However, CADET used point-contact transistors which were the only

ones available when the project started. But by 1958 these had been made

obsolete by the development of junction transistors, so the machine was

never re-built in a fully engineered form. It continued in regular use for

about four years.

4. - The Computer Era Starts

The first half of the 195O’s saw the foundations being laid for the

computer industry and also for methods for direct numerical solution of

field problems, particularly the equations of neutron transport and
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diffusions The second is, of course, not independent of the first; these

methods lead to very heavy computation and there is no great incentive to

development very far if there is no possibility of actuallytheircarry

them The greatly improved understanding of what wasusing going on in

numerical processes led to the development of effective and efficientthese

computer programs . for studying, for example criticality conditions in

Aldermaston had installed a Ferranti Mark I*reactor assemblies A.W.R.E

in 1954. We were mostly to run a reactor-able to get time on it

T.P. Division. A single runcriticality program written by A. Hassitt of

could take from 10 to 30 minutes and the reactor design people always wanted

explore some parameter space. We got most of oura lot of runs so as to

6 a.m. the following morningtime at night, between about 10 p.m. and

There was no such thing as multi-programming you had the machine to

yourself and you drove it from the console - so you were really working all

group, spent a lot ofthe time. I, and most other members of the computing

our nights in the Aldermaston machine room back at dawn over theDriving

Berkshire countryside was often quite delightful

By 1955 it was obvious that we needed a powerful machine of our own at

Harwell - "powerful” must be understood as relating to what was considered

powerful at the time. Neither of the machines which were available then

the Mark I* and the English Electric In 1956DEUCE, seemed suitable

Ferranti announced their Mercury, one of first machines to have built-inthe

floating-point arithmetic, which seemed suitable. Mercury, like Markvery

I, was essentially As well as the noveltya Manchester University design

of floating-point it had a core store; wryly amusing to recall thats

Ferranti’s first spoke of the ’’giant"announcements of the machine
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immediate-access store “ 1024 words (of 40 bits each). We ordered one in

1956, not without some opposition from, curiously enough, parts of the

scientific population; not everyone was convinced that a computer was really

a necessity. The actual process of getting the machine ordered is a delight

to recall. I had convinced my Division Head - Brian Flowers - (now Lord

Flowers) that this was what we needed and he told me to go ahead. I wrote a

one-page letter to Tom LeCren, who. was then Secretary of Harwell, setting

out the case and saying it would cost £80,000. He asked me to explain a few

points and substantiate a few statements, accepted what I said and sent off

the order. We got the machine in 1958 and installed it in decidedly slummy

conditions in Building 328. Ferranti made about twenty of these machines,

quite a number of them going to nuclear-energy centres; ours was, I think,

number 4; there was already one at Saclay when we got ours, and later ones

went to Risley and Winfrith and also to CERN.

All early computer users wrote their programs in machine code so

programming was something of a black art. R.A. Brooker in Manchester (now

Professor and pro-Vice Chancellor at Essex) devised an "Autocode" for the

Mark-I and Mark-I*, which was a simple, easy-to-learn and easy-to-use high

level language - not very high, to be sure, and very slow in execution, but

a great improvement on machine code if you had only a fairly small program

to write. We introduced this to Harwell and it caught on. When Ferranti

embarked on building Mercury - based, as I said, on the next Manchester

design - Brooker decided to write, a new Autocode which, because of the

higher basic speed and better facilities offered by Mercury, would be much

more powerful and flexible and much faster. He spent a lot of time with us

at Harwell discussing what should go into the new system, so that Harwell
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certainly had a significant influence on what he produced. The system

simple when comparedMercury Autocode, proved a great success Although

with modern high-level languages it provided admirable range ofan

easy to learn. With various enhancements it had afacilities and was very

compiler for the final version, called CHLF becauseremarkably long life; a

CERN, Harwell, Londona collaboration betweenwas produced by

(University) and Farnborough (RAE) was written for Atlas and was still in

use in the early 1970’ s

5. The Atlas Project

Things began to move very fast in the computer world in the second half

of the 1950 ’s. Technology, particularly that of producing core stores

improved greatly and several American companies began to produce bigger and

allmore powerful machines than Mercury; above I.B.M. entered the field in

earnest with the 704 This succeeded their first large-scale machine, the

between 1952 and 1954. It had701, of which they had produced eighteen

built-in floating point, like Mercury, but tfas altogether on a larger scale

have what was then a scarcely believable size ofand in particular, could

store, 32 K words It is only fair t add that it cost a very greatcore

deal these machines in 1957more than A.W.R.E. installer ofMercury one

for the increasingly large amountand we used it of work which was too big

for Mercury. Tony Hassitt had rewritten his for Mercury andreactor program

the new version, . much faster and more powerful, was much used. But the

spread of these bigger machines in America had led to the development of

programs, whichbigger and more powerful programs, and of inked suites of

the Harwell reactor engineers and physicists wanted to use These programs

were produced in the big American nuclear laboratories such as Argonne
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Knolls (General Electric) and Bettis (Westinghouse); also much important

work was done at Los Alamos, including, for example, the production by Bengt

Carlson of the simple but ingenious S n method for direct numerical

integration of the neutron transport equation. I think it was about this

time that the writers began to give names, mostly acronyms, to their

products.

The 704, like Mercury, was a valve machine. Towards the end of the

decade I.B.M. produced a transistor (and enhanced) version, the 7090, which

was probably the first large-scale machine using transistor circuitry.

A.W.R.E. replaced their 704 by the faster 7090 in 1960.

As early as 1959 I and several of my colleagues were feeling concerned

at the way computer production was going. We could see that at least in the

scientific and technological field (and especially the reactor field) there

was a need for ever more powerful machines. American industry was already

clearly in the lead and I.B.M. was embarking on the Stretch machine which at

the time seemed to be aiming almost at the ultimate in computers. Talks

between myself, Bill Morton, Ted Cooke-Yarborough and John Corner (in

charge of computing and theoretical work at A.W.R.E.) led to the view that

something should be done to get an advanced, big machine project going in

Britain. Corner and I wrote to Sir John Cockcroft; he was most sympathetic

to the idea and wr >te to all the leading people in the country concerned

with computers inviting them to come to Harwell to discuss the needs,

problems and possibilities. There was a ready response and we had two very

constructive meetings in which, in addition to A.E.A. people, Wilkes,

Williams, Kilburn, Strachey, Halsbury (then Managing Director of N.R.D.C.)
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and others took part. Everyone agreed that there was a need for an advanced

machine project to be supported in Britain The final decision was that

this should be based on the new machine then being designed at Manchester by

satisfied the criteria ofKilburn and his colleagues, a machine which

computing power, storage capacity and general flexibility and sophistication

at which we had arrived. Whilst there were great and important differences

the two concepts, the aim was machine in the same class asbetween

I.B.M.'s Stretch. A.W.R.E®, incidentally, installed a Stretch in 1962

project was a long way fromMerely to shower blessings on an R. & D

the Manchester design shouldbeing enough. What was important was that

become a properly engineered machine, manufactured by the computer industry

1960 Ferranti, who had a longand sold as an industrial product. In

association with Manchester University, indicated that they would engineer

and market the new design if they were guaranteed one order. They proposed

aftercall Atlas Mark I they had given all their machines

Sir John Cockcroft, who allmythological names: Mercury Pegasus, Or Jon

along had taken the view that this was a project which the A.E.A. might well

case. I spent most of 1960of building up thesupport, gave me the job

Establishments (not A.W.R.E. , understandably,going round the A.E.A

with Corner) trying to assess the future demandalthough I had many talks

for computing; Cooke-Yarborough helped a lot The Authority accepted the

cost, nearly £3M, they had tocase for buying an Atlas, but because of the

have the approval of the Treasury and of the Minister for Science, Lord

William (now Lord) PenneyHail sham After much discussion, in which

took an important part, Sir John Cockcroft having now left Harwell to become

the first Master of Churchill College, Cambridge the following proposal was



put to the Treasury and to the Minister?

1. The A.E.A. should order an Atlas from Ferranti.

2. The machine should be set up at Harwell.

3o The power of this machine being so great that only half its time would

be enough to meet all the needs of Harwell and the overflow needs of

Culhanig Risley and Winfrith, a substantial amount of time should be

made available, as of right, to the newly-formed Rutherford Laboratory

and to Universities generally.

The authorisation which came out of the Minister’s office, however, was;

1. An Atlas should be ordered, as proposed®

2® The machine should be under the control, not of the A.E.A®, but of the

National Institute for Research in Nuclear Science (N.I.R.N.S.), the

body set up to build and administer the Rutherford Laboratory.

3. Equal shares of the machine’s time should be allocated to

(a) Universities and Government organisations

(b) N.I.R.N.S.

(c) Harwell

4. N.I.R.N.S. and university users should not be charged for their use of

the machine, other users should pay.

The last statement reflected the fact that N.I.R.N.S. had been set up with

the right to provide services without charge to universities, whilst neither

the A.E.A. nor Government bodies had this right.

N.I.R.N.S., with Lord Bridges as Chairman, then took over the project

and agreed to build a new laboratory, the Atlas Computer Laboratory, on the

Chilton site. The computer was ordered in the summer of 1961 and Ferranti
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gave a splendid lunch party at the Savoy in September to celebrate this. I

recall saying to Tom Kilburn as we left that I should never have expected

I was given the job of Director of thecomputing to run to such high life

new laboratory and transferred from the A.E A. to N.I.R.N.S. in December to

My thirteen years with Harwell had beenget this new enterprise going

immensely exciting and enjoyable and so were the next fourteen with Atlas

but that is another story
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Chapter XXII

COMPUTING AND DATA PROCESSING

A® R. Curtis

1. Introduction

The time-span covered by the history of the Atomic Energy Authority

virtually coincides with that of the development of modern computing. During

the past 25 years, computer speeds have increased by a factor of nearly

10,000, while the cost per operation has decreased (in real terms) by a

factor of more than 1,000; computer memory sizes have gone up by similar

factors. Two major revolutions in computing hardware (valves to transistors

to integrated circuits) have occurred, and more frequent developments of

technology have made possible the enormous quantitative improvements

mentioned above. On the software side, we have seen the development of ever

more sophisticated operating systems, enabling the routine execution of 1000

or more computing jobs during an 8-hour daytime shift, compared with perhaps

5-20 dedicated individual user sessions 20-25 years ago, and the almost

universal use of ’high-level programming languages’ (e.g. Fortran). The

problems solved have also become larger and more sophisticated, and certainly

involve more realistic modelling of the external world; extensive

developments in numerical analysis and other mathematical techniques, and in

experimental validation of computed results, have played an important part

here. Those not personally involved in computing have sometimes failed to

apprehend the pace of development, while those who were involved have often

failed to see the wood for the trees.

In retrospect, therefore, one can understand the considerable and

increasing part which computing has played in the work of the A.E.A., and the
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complexity of attitudes towards this relatively new branch of technology. At

one extreme, computing has been treated as almost an excrescence on the

Authority’s programme, to be contained in the face of pressures to increase

Authority’s role has beenexpenditure on it without limit; at the other, the

seen as that of the only major U.K user of large scientific computers, who

industry into the (late)must drag the indigenous computer manufacturing

twentieth century. Confusingly, both these extreme views, and many shades

between, seem to have been held simultaneously and perhaps this was an

inevitable part of the process of coming to terms with such an upstart

topic

For example, because of the lack of a developed body of experience

A.E.A. assessments of computers generally over-estimated the overall

say, three years’ time by acomputing power which would be developed in

computer system (whether proposed by a British or Americanrevolutionary new

manufacturer) relation to the power of the ’production’ computer (oftenin

American) then use (or of some standard upgrading of it over the same timein

scale) retrospect, this optimism was frequently due to lack ofIn

appreciation of the effort needed to provide efficient system software for

the new system, and to get it working reliably; typically the new machine

would approach its planned performance and reliability a year or two late

Recently, the advantages of stability have become better appreciated

It is necessary, in the interests of brevity and reasonable accuracy, to

find a formula for restricting the scope of this note to topics within the

personal knowledge of its author. I shall deal, therefore, only with the use

of digital electronic computers for scientific calculation and data

247 .



processing, mainly from the point of view of the Research Group. The

Authority-wide approach which has always been taken will, however,

necessitate continual consideration of computing developments in the rest of

the A.E.A.

I shall be concerned almost exclusively with two kinds of computer,

( i )  the large ’’main-frame”, capable of supporting a mixed load of calculation

and off-line data processing and (ii) the ’’mini-computer” (often called a

"data processor”), dedicated to a particular task or related range of tasks,

usually involving ’’real-time” processing of data from an experiment or

instrument to which it is directly connected. The first such mini-computer

was installed at Harwell in 1964; there are now about 90 of them, a few of

which perform more sophisticated tasks, e.g. supervising the operations of a

group of smaller ones. During the last two or three years, some of the

earliest of these minis have been taken o'ut of service after useful lives of

12-14 years. In contrast, it has been rather exceptional for main-frame

computers to be kept in operation for more than about half this time. To a

considerable extent, this is due to the enormous increase in the amount and

variety of main-frame computing, together with a sharp decrease in the cost

per unit of computing as improved technology has come into use.

We shall try to quantify the growth in computing later, but first it may

be helpful to mention a few exceptions to the above simple classification

into main-frames and mini-computers. In the late 1950 ’s and early 1960’s

some main-frame computers did not have adequate manufacturer-supplied system

programs which would have enabled them to interleave efficiently actual

computation with the input of programs or data from a punched-card reader
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Some, indeed, lacked even theresults to a line printerand the output of

Accordingly, a less expensive satelliteto do thishardware features

to copy a batch of jobs from punched cards to magneticcomputer was used

tape, which was then used as input by the main-frame; the output was written

on to another magnetic tape, which was then carried back to the satellite

computer for copying to a line printer

the satellite could be remote from theIt was realised early on that

done at a distance, physicallymain-frame and large computing loads were

tape by road, rail and air When suitable equipmenttransporting magnetic

became available, data links were installed to copy reels of magnetic tape at

a distance instead of physically transporting them, at least for the more

was later possible to use theurgent work. With advancing technology

data link as a direct connection between the main-frame and the satellite

which then became a remote job -entry (R.J.E.) station. Early satellite

machines intended for businesscomputers in the A.E.A. were general-purpose

IBM 360/30; British businessdata-processing, e.g. IBM 1401, and later

capable of handling the (IBM-standard)computers then were not normally

industry-compatible' More recent R.J.E. stations tendmagnetic tape units

to be special-purpose devices using mini-computers or micro-processors

More recently., two different developments have appeared: the "large

The latter is perhaps most usefully thoughtmini" and the "micro-processor

o f  as a programmable logic element for incorporation into a scientific

instrument ( o r  other piece of apparatus) to provide greater flexibility of

control and use, without the user necessarily being aware how this

Within this restricted area, micro-processors ( o fflexibility is achieved

which the A.E.A. has many) are not really part of the computing scene except

249



that people who design and implement such uses need similar skills to those

in computing®

The large mini is perhaps more controversial, since it seems that it may

erode the distinction between minis and main-frames, perhaps even replacing

the latter by ’’distributed processors” - a network of mutually-coupled large
\

(and small) minis, co-operating to carry out the necessary functions.

Personally, I doubt whether this will happen to the extent that . the

main-frame user, or the installation manager.- need concern himself over it.

The advantages of going to a single manufacturer, experienced in developing

and supplying hardware and software for a large installation, will continue;

if such a manufacturer sees advantages in carrying the distributed processing

approach further than is done at present, that is up to him. Already a

modern main-frame includes many processors carrying out specialised

functions, e.g. input/output .

On the other hand, an establishment normally has more than one computer

installation. Those carrying out specialised functions, unsuitable for the

mainframe, may well, in future, become large minis and so serve a wider range

of users. In order to provide this wide service they may be connected to the

same terminal network as the main-frame and have a direct data link to it.
\
This seems to me a more likely development than replacing a powerful

main-frame by a number of co-operating large minis.

2. Main-Frame Computers - To the End of the .60 T s

The needs of the weapons programme dominated the computing requirements

of the A.E.A. in its early years. Altermaston had ordered a Ferranti Mark I*
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1953 and it was installed in April, 1955. In 1956in September,computer

and an IBM 704 wassupplemented by an English Electric Deucethis was

I* and the Deuce had small memories (of a few hundredBoth the Markordered

each capable of holding a number) magnetic drum ’backingwithwords

(because ofstores’ and were difficult to program the need for absolute

memory addressing) useful work was done on these earlyNevertheless , much

in February, 1957;704 was delivered had 8K wordscomputers. The IBM

(1K=1O24) of memory and a drum, and was shortly afterward upgraded to 32K

words (without the drum); it had 8 magnetic tape drives and a punched card

reader, card punch and line printer. Moreover, it was programmed with the

aid of a powerful ’symbolic assembler program’ , which removed from the

memory addressing. By 1959 a goodprogrammer most of the need for absolute

level programming language’ , was’highcompiler for Fortran, the new

available This system was the of development which ledstart of a ine

directly to the modern ma in- frame and the way it is used; in retrospect it is

regrettable that the early experience gained on it by A.E.A. staff could not

have been spread more widely among the U.K. scientific computing community

Harwell staff used Aldermaston computers (travelling by road to operate

the computer themselves for agreed sessions of an hour or two) from 1956 and

in that year a Ferranti Mercury was ordered for Harwell. This ’next

generation’ to the Mark 1 had a IK-word memory and a 32K word magnetic drum,

with punched paper tape as input/output medium; it had a modest assembler

program and Autocode, an ’intermediate-level’ programming language. (At the

same time there was also a home-built transistorized computer called CADET at

Harwell, but this was little used because it was difficult to program; see

also Chapter XXI by Jack Howlett.)
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Mercury came into full operation (after some delay) in the autumn of

1958, and was soon run on a three-shift basis. Two more were then ordered

for civil R. & D. work, one for Risley and one for Winfrith. Meanwhile,

this work continued to use Aldermaston computers, including the 704, whose

computing power was at least three times that of Mercury, and which was being

run on a four-shift basis (150-160 hours per week).

An IBM 709 replacement for the 704 was ordered early in 1958 and was

delivered in mid-1959, when the 704 was moved to Risley. The 709 provided a

moderate improvement in computing power because input/output transfers

between memory and magnetic tape were no longer done by the main processor.

But the main improvement was in software, the ’Fortran Monitor System’

allowing ’job batch’ operation via a satellite computer which did the card

reading, card punching and line printing. Before delivery of the 709, IBM’s

five times faster, (but otherwise identical) 7090 was ordered as a replacement

for it, for delivery in the autumn of I960.

Also in 1959, a card reader and punch and a line printer were added (as

a special development for the A.E.A.) to the Mercury at Harwell, and the

Winfrith machine also had these additions when it was commissioned in 1960.

Software support for this extension was done at Harwell, which maintained

close contact with the Manchester University software development team for

Mercury.

In 1960 an IBM Stretch computer (later known as IBM 7030) was ordered to

replace the 7090 early in 1962 at Aldermaston. This was faster by

job-dependent factors ranging from 1.5 to 5 ,  but was also more powerful
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because of its much larger memory (96K words, of which 80K were available to

the user and 16K were taken up with ’system’ 'programs and buffers) and large,

fast magnetic disk backing store. IBM supplied a ’Master Control Program’ to

supervise Stretch operations, but for some time the only acceptable Fortran

compilers were the Al derma st on-writ ten SI and its faster replacement S2.

Because civil work still depended heavily on the use of A.W.R.E. computers,

Harwell provided assistance in the development of S2, and this came into use

by June, 1963.

When Stretch was delivered in May, 1962 the 7090 was moved to Risley

(thus replacing the 704) for civil work. At time, there were IBM 1401this

the 7090, at Aldermast oncomputers, acting as satellites .to Stretch and

the three Mercuries, thereCulham, Harwell, Risley and Winfrith As well as

IBM 1620 at Windscale; of these thewas a Deuce at Ca penhurst and an

Mercuries, at least, were being run for 120 hours per week or more

It is of interest to study the figures in Table 1, which contains

forecasts made in January, 1963 of the growth of civil computing by the

various establishments. These forecasts were drawn up paying some attention

April 1963 April 1964 April 1965 April 1966

Harwell
Culham
Winfrith
Risley

28
25
42
84

35
25
61
84

48
25
79
84

95
60
79

84-100

Total 179 205 236 318-334

Table 1
Forecasts of Civil Computing Needs (in 7090 hours/week)

Made in January, 1963
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to constraints on the available capacity, which explains the large growth

forecast by Harwell and Culham in 1965-66. The overall growth forecast by

Harwell at that time, by a factor 3.4 over 3 years, was close to the

exponential growth (with a doubling time of 1.8 years) which was later found

to have characterized Harwell computing throughout the period from 1957 until

at least 1969. Also in 1963 a comparison of computing costs was made by the

Computer Policy Committee. The three Mercuries had together cost £47OK to

buy, and were costing £27OK per year to run; while the 7090 (including the

satellite 1401) which had cost £138OK to buy and was costing £49OK per year

to run, was at least fifteen times as powerful as a Mercury.

The middle 1960 ’s were a somewhat troubled period in A.E.A. computing.

The main themes were: ( i )  shortage of capacity for the immediate work-load

(somewhat alleviated by a decline in weapons work), (ii) negotiations with

Ferranti Ltd. over their new Atlas computer (comparable in power to Stretch),

(iii) increasing pressure against centralized computing by those

establishments having only satellites, (iv) concern over the growing cost of

computing, (v) difficulties over Atlas hardware and software, (vi) increased

political sensitivity of choice of computer and (vii) the announcement of new

models by various manufacturers. Perhaps it is best to summarise the

position in early 1967 without devoting too much space to the intermediate

stages. By this time Atlas 1 was working at the Atlas Computer Laboratory

adjacent to Harwell, using (among other programming aids) a symbolic

assembler program and Fortran compiler developed by Harwell. Atlas 2 (a

version without the famous ’paging’ hardware) was working at Aldermaston

alongside Stretch (which had now been purchased instead of rented), using

(almost exclusively) the S3 Fortran compiler developed there. An IBM 360
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model 65 was due to be delivered to Harwell in September, 1967 and was

Stretch (after delivery tuningestimated to be 1.5 times as powerful ofas

2)the system software put this factor up Meanwhile, Harwell was, notto as

originally planned, using Atlas 1 largely because of cost and of pressure of

of the English Electric KDF9other Atlas 1 configurationsusers. Large

computer (about IBM 7090s) werJi working at Culham and Winfrithequivalent to

the A.E.A.’s specification and with A.E.Awith software developed to

assistance. (The other KDF9 installations, in British universities had only

input/ output medium, and8K word memories instead of 32K, used paper tape as

had no Fortran compiler). The IBM 7090 was in heavy use at Risley

The A.E.A that the universities’1965first proposed in January

KDF9 computers referred to above, should be upgraded to match the two A.E.A

of disseminating computinginstallations as a relatively cheap way

experience and been available in the A.E.Afacilities, which had for years

scientific computing community at large. Unfortunately theamong the U.K

put this imaginative proposalUniversities’ Computer Board was not able to

into effect until several years later

time (and the 360-30 wasHarwell’s 360-65 was commissioned on

relinquished) and by the end of 1967 Harwell had virtually completed the

(In mid-1967 a total of about 75transfer of its workload from Aldermaston

week was sent back and forth by roadStretch hours per on magnetic tape,

360-30 at Harwell.) Theusing a satellite Load rapidly built up to bring

thenHarwell’s total back to 1.8-year doubling time growth, and

continued at that rate
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From the start it had been intended that much of the work on the 360-65

would bfe entered ’on-line’, via a network of teletype terminals and

mini-computers, from all over the site, and - IBM’s software for the purpose

having proved over-ambitious - the Harwell User’s Workshop (HUW) system was

designed, to provide terminal users with file editing and job entry

facilities with minimal overhead to the background load on the 360-65. This

system came into use in 1968, but was plagued with reliability troubles for

its first year of operation. Since then, it has made a valuable contribution

to simplifying the use of the Harwell central computer. A majority of the

8,000 jobs per week done on Harwell’s central computer are now put in via

terminals.

3. Mini-Computers

Meanwhile, the mini-computer scene had become active at Harwell. It was

realised that the kind of interactive real-time computer collection (and

early analysis) of large volumes of experimental data which had always been

envisaged was not practicable, for a number of technical reasons, under

direct control of a general-purpose main-frame computer and this continues to

be the case. (In fact, the Rutherford High Energy Laboratory had a dedicated

main-frame type of computer, a Ferranti Orion, for data capture.) At the

same time, the Digital Equipment Corporation (DEC) brought out their famous

PDP-8 mini-computer, which was so competitive in price (in all its

configurations) that it was relatively easy to demonstrate worthwhile savings

by using it on such projects. Harwell installed mini-computers rapidly

(attracting surprised comment from other establishments, some of which later

followed suit). Among these were two ’message concentrators’ to interface

teletype terminals to the 360-65 with minimal load on the latter (one of
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links to other mini-computers onthese also provided some higher-speed data

site). By May, 1971 there were 23 mini-computers at Harwell, of which 15

were supplied by DEC; most of the others, mainly somewhat larger ones, were

Honeywell DDP-516’s.

To a considerable extent, the development of the use of mini-computers

had been quite separate from that of main-frame computing; the latter had

Division (which contained alsoalways been run by Theoretical Physics

mathematical support staff), although most divisions were users, while the

former was done in the various experimental division, with Nuclear Physics

and Materials Physics Divisions leading the way. Towards the end of 1973

after successful conclusion of a project of software assistance to a large

U.K. company which had involved staff with both kinds of experience, the

has beenComputer Science and Systems Division was formed Since then

for mainframe operation and developmentresponsible and has played

aspects of its discipline, including therole in all development of real-time

systems and computer networks

4. Later Developments

Since the late 1960 ’s, the pattern of development could be simply

described as ’more of the same’. Early on Culham consciously decided that

wanted as much could get for a fixed fraction ofcomputing as it

budget, and other establishments have effectively taken the same course

Harwell has upgraded its IBM 360-65 successively to a model 75, then model

370-165, then model 168 (which has ’paging’ hardware, enabling ’virtual

storage’ operations) then improved the 168 to a 168-3, then upgraded it to a

model 3033; a second ’attached processor’ will soon nearly double the power

of the latter
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All these upgrades, giving an overall computing power increase over the

360/65 by a factor in the range from 15 to 45, have been within a compatible

range, and have scarcely affected the users; the uncertainty in the power

ratio is mainly due to difficulty in estimating the effect of an increase in

memory size from 0.5 MB (512K bytes, or 128K words), plus 1 MB of slower

memory, on the 360-65 to 12 MB on the 3033. The introduction of virtual

storage enables all but the very largest jobs to ignore the limitations of

the actual memory available, while the large actual memory allows a high

degree of multi- prog ramming (so that the computer can be kept fully

occupied) , while permitting the more frequently used parts of the system

software to be ’locked down’ in actual memory, together with supervisors for

the various terminal services supported. In addition to HUW, the latter now

include scientific interactive systems TSO and APL, as well as others for

purposes such as stock control by Stores. About 1,000 Harwell staff use the

3033 computer.

Meanwhile, Winfrith and Culham have replaced their KDF9’s by English

Electric (now ICL) 4-70’s, each comparable to Stretch in power and similar to

the IBM 360 series in instruction set; one of these was also installed at

Risley to replace the 7090. The Risley 4-70 has itself recently been

replaced by an ICL 2980, and other computers of ICL’s new 2900 series are on

order for Culham and Winfrith to replace the 4-70’s there. The Authority is

again short of computing capacity in the short term, and (especially with the

needs of JET at Culham) the demand on Harwell’s installation from other

establishments continues to grow, in spite of earlier forecasts of a

decrease.
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The underlying reason for the increase in computing is that by its use

one can save experimental costs, and can get results in shorter elapsed time

Computer modelling of experiments is now, in many cases, so good that, with

care to normalise the results of computation against a few carefully-chosen

it can be used for quantitative prediction of the kindexperiments needed to

plan operatingdesign new cycles, or toequipment, or to optimise

The uncertainties of differentperformance in comparing computerspowers

i
allowing properly for inflation, makewell separated in time, and of

unit cost of main- framedifficult to be too precise, but I estimate that the

(in real terms) at Harwella factor of 1computing has come down by about 000

over the last 20 years. Over the same period real cost of experimental, the

work has probably increased

5. Some Achievements

be proper to end without trying

by all this computing. I shrill not

to give some idea ofIt would not what

has been achieved attempt a synoptic view

least at Harwell, computing activity is carried on by sobecause, at many

of science and technologyindividuals in support of so many branches

Instead, I select only a few examples with which I have been personally

covering most of the 25-year periodconnected, over a time-span

1. The early 1960 ’s of STAB, the first successfulsaw the completion

3-dimensional simulation of a complete nuclear This programreactor

modelled the kinetics of thermal neutron flux with delayed neutron emitters,

poisons, temperatures of fuel coolant and moderator, with temperature-

dependent multiplication factor and individual vertical movement of control

three-term controllers based onrods in eight sectors driven by realistic
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on coolant outlet temperature, for the Magnox reactor. It was used to study

the non-axially-symmetric perturbations (only marginally damped because fixed

absorber was distributed to improve mean power density) which could be

excited by various kinds of accident. The program was written by a small

team from Harwell and Winfrith, using symbolic assembly language, rather than

Fortran, and occupied virtually the entire 32K word memory of the IBM 7090

computer in spite of ’packing’ the numbers describing delayed neutron emitter

populations three to a word.

2. The Atlas 1 computer would not have had a Fortran compiler, or even

a symbolic assembly program of the kind we were used to, providing mnemonic

operation and operand names, but for the Atlas Fortran project at Harwell.

This was done by what is now known as ’’boot-strapping”; most of the code for

the compiler was itself written in Fortran, running first as a cross-compiler

on the IBM 7090 and thence being transferred to Atlas, with only utility

sub-routines written in Atlas assembly code. The dialect of Fortran

implemented also had several forward-looking features, which might with

advantage have been more widely adopted: global variable and array names, for

example, and the ability to change array dimensions by re-linking

already compiled subroutines. (Although Harwell was not directly concerned,

it is of interest to recall that, later, it was only the Authority’s interest

in Fortran which made it available on the English Electric KDF9 computers,

and that Aldermaston produced the S3 Fortran compiler for Atlas 2. The high

level languages developed by the manufacturers were, respectively, Atlas

Autocode for Atlas and Algol for the KDF9, but these never in practice

achieved sufficiently widespread acceptance to give comparable opportunities

to Fortran for program portability and exchange.)
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The HUW terminal system, carefully designed and implemented by3

to minimise demand on computer resources by terminal users hasHarwell

a powerful yet easily-learned interface between users at Harwell andprovided

first half of thisthe I.B.M. central computer for decade During the

available from I.B.M. and there are stilltime, no competitive system was

of HUW which are the corresponding features ofsuperior tosome aspects

T.S.O

for simulating mass action kinetics (with4. The FACSIMILE program

advection if desired) is now widely used both inside Harwelldiffusion and

It is based on Gear’s introduction, about 1968, of methods ofand elsewhere

backward differentiation for stiff initial value problems, married with

Harwell techniques for handling sparse systems of linear equations (and also

least-square fitting). The first successful test, elevenfor non-linear

years ago, of the underlying numerical method ran 500 times as fast as

a biochemical test problem (glycolysis) whichpreviously-used methods, on

coupled differential equations) but would beseemed very large then (73

classified as only of medium size today. Efficiency has since been further

improved, but the popularity of FACSIMILE with its users is mainly due to the

fact that it provides them with a specially-designed high-level programming

language which they find suitable for describing their problems It is used

extensively by chemists, physicists, metallurgists chemical engineers

reactor engineers, astrophysicists, biochemists and others and has generated

widespread confidence among its users in the results obtained. The largest

problems solved with its aid have come from the Atmospheric Pollution Group

at Harwell, involving over 1,000 simultaneous differential equations; one of

short as 10 9 sec., withtheir problems involved a time constant as

simulation required over a span of 10 0 sec
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.Finally , a word about computing staff. During the 25-year period,

Harwell-trained staff provided cadres for the Culham and Winfrith

laboratories of the A.E.A. , and for the Atlas Computer Laboratory of the

S.R.C. There are now at least three university professors, in mathematics

and computing, who started their scientific careers at Harwell and stayed

there (or at Culham) for many years, as well as less senior university

academic staff.



Chapter XXIII

REAL-TIME COMPUTING

I. C. Pyle

1. Introduction

During the first two decades after the invention of modern computers (the

1940 ’s and 1950 ’s), their mode of use for both scientific and commercial

purposes was as independent information handling machines. Computers were

always isolated from their environment by layers of human activity

Developments in the 1960’s led to a new mode of use, in which the computers

were directly connected to other equipment, for instrumentation and control

without human intervention been called ’’on-line” orThis mode has

” real-time” computing emphasising particular features of the connection;

this kind of use is currently becoming described as ’embedded computing’ to

information-emphasise the relationship between the computer and

environment. This paper reviews the development of real-time computing, and

explains how it differs from the conventional style of computing

Real-time computing began in several different areas during the 1960 ’s

in industry and in scientific laboratories, as the potential of computers to

process data rapidly became apparent. At Harwell the major stimulus was the

need in nuclear physics experiments to record results in large quantities

fast and accurately with the experimenter able to monitor this data as it

was acquired. In Theoretical Physics Division we first met the problems in

designing an interactive computing facility (HUW) which needed a ’ front end

computer to communicate with both the terminals and the main I.B.M system

360 The requirements for nuclear physics iristrumentation led not only to
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developments in electronic standards (CAMAC but to experience in

designing and programming real-time computer systems for control, data

display and storage. Harwell was able to make a marked contribution to the

development of Linesman, the British air traffic control system, as a result

of this. The team worked with R.R.E. Malvern (now R.S.R.E.) and Plessey

Radar to design and implement the software for the project in the late 1960’s

and early 1970’s.

Most groups engaged in real-time computing during the 1960 ’s were not

aware of one another, and the unity of underlying ideas only began to emerge

during the later part of the decade. A3 a result, the early systems were

very difficult to design and maintain, with high costs and low reliability.

The situation has been improving during the 1970 ’s, with the emergence of

some necessary design concepts and the commercial availability of appropriate

system components. Most real-time systems are now designed to make use of

equipment with standard interfaces and sometimes with standard software,

although the software remains a serious problem. A major effort since 1975

to bring the benefit of software engineering to embedded computer systems has

resulted in the recent publication of the programming language Ada (2),

which can be expected to have a significant impact in the 1980’ s.

2. Economic Influences

Apart from the technical problems of designing effective real-time

systems, a major influence on the development of the field has been the cost

of computers. The 196O’s saw the emergence of ’mini-computers’, which made

it financially feasible to dedicate individual computers to particular

projects. Many real-time systems were set up at Harwell during this period
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and Data Processing reviewed and co-ordinatedand a Study Group on Computing

of Technology Small Computersproposals; we also contributed to a Ministry

(unsuccessfully) to stimulate the productionWorking Party, which attempted

of a suitable British minicomputer

The costs of the hardware fell while the power of the computers rose -

a trend which is occurring even more dramatically now with the availability

of microprocessors and microcomputers ).

This change in the economics of real-time systems has overturned the

balance of project costs. In the 1960 ’s it was difficult and expensive to

make the hardware, as everything from sensors actuators , datalinks

computers, to operator consoles and displays had to be specially designed

for the particular project; programming was considered a relatively

inexpensive part of the work find.By contrast easy andwe now

the components arerelatively inexpensive to buy most of the equipment, as

available from a variety of sources, and to use compatible interfaces, but it

takes a substantial time and effort to develop the programs

3. Software Engineering Influences

Techniques for system design and software engineering have developed

influencing programming methods, project1960’s andthroughout the 1970 ’s

management and languages. Although difficulties with real-timeprogramming

projects were the prime motivation for the work, the take-up of new

techniques was relatively slow

The general issues addressed by software engineering are those concerned

with ( i )  the operational requirements of the s rstems to be produced, (ii) the
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achievement of these in practice and (iii) keeping the project manageable and

the resulting implementation maintainable. The most important development

has been the idea of high level programming languages, in which the program

is expressed in an abstract form appropriate to the problem. Until recently,

high-level programming languages have not dealt with the problems of

real-time computing. Software engineering techniques in the late 1960’s and

early 1970’s gave useful insights on systems design, emphasising the need for

a clear specification and the importance of top-down as opposed to bottom-up

design. However, the techniques seemed applicable only to small systems, and

the particular real-time aspects were not considered. In developing much of

the software we had to extend the ideas considerably and to introduce the

principle of stratified design, where top-down principles were applied

separately in a number of layers of facilities.

In the early days of real-time computing, the general feeling was that

the specific issues were so dominant that conventional software engineering

methods (as far as they were known then) could not be applied. We wrote the

front-end and HUW programs in assembly language, as did all other real-time

programmers, and then discovered how difficult it was to construct, test and

maintain the resulting systems. However, it eventually became apparent that,

in spite of the direct connection between computer and equipment, the

greater part of the program deals with internal data structures and

algorithms and so ca.i be expressed in a high-level language. It is now felt

that over 80% of a real-time program is actually sequential, so if software

engineering methods are used to design this part, the rest can be given the

special treatment it needs.

266



4. Particular Problems of Real-Time Programming

Because the computers in real-time systems are directly connected to

special equipment, the design of the program must take account of the

particular properties of that equipment. These establish constraints for the

conventional computing and cannot beprogram which are quite unlike those of

satisfactorily accommodated in a top-down analysis. The nature of the

constraints has become clearer during the last ten years and we can now

distinguish separate problems concerning timing, reliability and

communication.

The interaction between the computer and its environment includes

communication with other computers and with the operators who control the

plant by means of the computer. The connections are through a number of

input/output devices; the computer is required to respond to a variety of

stimuli from the plant, within particular time intervals and with assurance

of continuity over considerable periods of time. The particular input and

output devices may not have been designed by nhe computer manufacturer, and

it is likely that software written previously for the computer has no

knowledge of them. The techniques for man-machine interaction have been

developed arbitrarily, and experience on the human factors involved leaves

too much to the intuition of the designer.

In the following sections we describe these problems in a little more

detail, and outline the present position on their solutions.

4.1 Timing

from the plant (a stimulus) andThe computer receives an input signal
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calculates a response which it must then send back to the plant within a

given critical time. In the early systems it required careful programming to

meet the time-constraint (hence the phrase ’real-time’), but the increased

speed of computers has essentially eliminated this problem in its rudimentary

form, but leaving a more subtle one.

In practice, a real-time system has many inputs and many outputs,

between which there are many stimulus-response relations with their critical

times. While the computer could easily satisfy any of these individually,

there is substantial difficulty in satisfying them all collectively,

particularly when they use inter-related data. A key development was the

design of computers with interrupts, and the recognition of ’multi-tasking’

a s  a necessary software technique. The idea of multi-tasking had arisen in

the 1960 ’s and this had a central role in the design of HUW. The essential

idea was to write the program as a number of pieces each of which is executed

sequentially, but with the interactions between them controlled by an

executive or operating system ). Multi-tasking does not necessarily

satisfy the time constraints, but provides the necessary program structure so

that critical parts can be distinguished and given sufficient

priority ) •

4.2 Continuity of service

A computer in a real-time system is likely to be less expensive than the

plant it controls; consequently, it is more important to keep the plant going

than to get work through the computer. Characteristically, the plant (and

perhaps the computer system) will include a certain amount of redundancy to
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cover the possibilities of equipment faults which the computer may have to

administer

Faults may arise in the plant which the computer can detect and deal

with. Faults in the computer itself can also be detected, but is not so

treated by replicating andfaults can beeasy to recover from them. Hardware

Faults in software arisereconfiguring, but software faults are different

in design or assembly;because of ageing but from unrecognised errors ifnot

identical fault in itsoftware is replicated, each copy has thethe

this problem. There were regular checksEarly work gave attention to on

equipment being used and the computer hardware, with spares availablethe to

Software faults were handled by using thebe reconfigured when necessary

same reconfiguration with a new copy of the software which acquiresprocess,

reconstituted set of data Any design errors in the software were not

part of the immediateexpected to be corrected as recovery process, but

improved as a softwarestudied and maintenance function. This illustrates

the two principal approaches to software fault-

intolerance, which means designing the software correctly and testing

adequately before use, and fault-tolerance which means designing the

software with internal checks and recovery during use catch any residualto

faults

While the importance of program correctness been appreciatedhas

generally, there is not so much awareness of for fault- toleranttechniques

software design Software redundancy requires alternative algorithms to

269



achieve the same effect, with an automatic switch to another path if a fault

is detected during the course of execution. No programming systems currently

in use (before Ada) can support this mechanism, so it is very little used in

practice.

4.3 Special input/output

The input/output devices used in real-time computing are frequently

unknown to the designer of the computer or its operating system, and their

particular properties are necessary for the proper instrumentation and

control of the plant - they must not be hidden behind abstract interfaces

where the programmer cannot refer to their key features. . This is

particularly true for time-related properties, when the device makes an

interrupt request and the application program must respond to it promptly.

The solution usually adopted is to define a sub-program or macro

(implemented in assembly language) for carrying out the particular functions

on the device. Recent advances in programming languages (Modula ) a nd

Ada )) allow these basic actions to be programmed explicitly, which

integrates the device handling with the rest of the program. The timing

relations are handled in both Modula and Ada by treating interrupt handlers

as tasks in a multi-tasking system.

Particular further problems arise with data links and man-machine

interaction. Data links are special in that the information put into them

might be lost en route and techniques are necessary to check correct receipt,

perhaps with a noticeable time-delay between sending and acknowledgment.

Work on data links at Harwell was begun in the late 1960’s for connecting

other small computers to the central mainframe through HUW, and suitable
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protocols were developed; however, further work on computer networks has

shown that the underlying principles are not veil understood, and generally

agreed higher-level protocols are only now becoming settled.

Man-machine interaction is special for very different reasons. Early

real-time systems used special keyboards, mimic-diagrams and displays to, show

operators the state of the system and allow them to state how it was to be

controlled. Now there is much greater uniformity on the devices used

(interactive terminals of various kinds) but. the attention has switched to

human engineering: how to enable theoperator to get a good view of the

complex system, taking into account the needs to see different amounts of

detail without loss of sensitivity to alarm conditions. It is being

recognized that the real-time system can be as important for displaying ; the

model of the plant to the operator as it is fpr controlling the plant in

accordance with the operator’s instructions.

5 • Conclusion

The main impression I have of the progress in real-time computing during

the last twenty years is that we have been building systems we did not really

understand. Since the driving force in computing is to understand in order

to be able to build more effective systems, this has given rise to feelings

of unease and strong desires to discover what are the necessary underlying

principles of the subject. To the extent that it is now, possible to

distinguish the major problems, we have made

solutions to those problems are by no means firmly settled yet

progress,, but the possible

The close connection betvween research ideas and their formulation in.

programs has meant that development follows rapidly in real-time computing,
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particularly in environments where there are strong interactions between

scientists using computers in advanced ways and those investigating new

techniques of meeting the requirements.

The developments during the last twenty-five years have been explosive,

and the subject of real-time computing has emerged as a key topic for the

practical application of computers. We are perhaps now in an adolescent

stage, where there is much turmoil, searching for design principles,

experimenting with new ideas, development of new components, and competition

for standards. During the next quarter century, we might expect the rate of

change to settle down as the principles become clearer and the necessary

industrial standards in hardware, software and system design become

established. The result will be cheaper and adequately reliable systems

whose users will be only barely conscious that they involve computers at

all.
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Epilogue

Reading this Special Progress Report brings back a flood of memories -
of friendships made, of the early days of atomic

- a host of things. I arrived
of formative experiences
energy, of the inspiration of John Cockcroft
in Harwell from Chalk River in 1946 and was assigned to the Nuclear Physics
Division until one day I inadvertently applied
apparatus filled with hydrogen. I voluntarily transferred to Theoretical
Physics Division where I might do less damage
who had been doing even more damage. In the ensuing sequence of events I
soon found myself in his seat as Head of the
formation of the Atomic Energy Authority
in the Division rallied behind their new and
goodwill and tolerance.

a flame to some glass

It was led by Klaus Fuchs

Division, two years before the
The manner in which the oldsters

brash Head says much for their

saw the broadening of the work of the Division into
state physics, atomic
large-scale computing.
of this Report.

and plasma physics, all
The whole fascinating story

The following years
nuclear . theory, solid
encouraged by the use of
is unfolded in the pages

Very few of the original team now remain,
at Harwell and continued their work elsewhere
with the people and with the needs of the programme
history the Division has been at the forefront
continues to bring high scholarship to bear upon the practical problems of
the day. Its reputation is high® Long may

Many made their reputations
The interests have changed

But throughout its
in its chosen fields. It

remain so

The Lord Flowers F.R.S
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